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Nightly Builds Pipelines

e (Critical service for the software development in LHCb
» centralised monitoring
» validation and testing

e ~ 50 software stacks (aka slots) composed of up to ~ 30 C++ interdependent
projects
» checkout, build and (unit) test
> every night
» on demand for most important use cases
» several platforms (architecture, 0S, compiler, build type)

e Essential to provide fast turnaround of
produced builds
> summaries in the dashboard
» artifacts (e.g. binaries deployed to shared file
system)




Motivation for modernisation

Old design has reached its scalability limit
e increasing number of builds on demand makes the system a continuous
integration framework rather than just nightly
e monolithic tasks giving no flexibility
e redundant job executions

Jenkins, our automation server, causes quite frequent issues
e does not prove stable enough with our workload
¢ used only to schedule tasks on remote machines
e problematic upgrades

https://www.jenkins.io/artwork/
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https://www.jenkins.io/artwork/

Design of the new continuous integration build system

Checkout, build and test split per project/platform
» instead of per slot
» parallel jobs increase the overall throughput
Tasks organised in a directed acyclic graph

» be faster by doing less!
» profit from reusing the cached artifacts, whenever possible
» e.g. no need for running checkout if sources unchanged

Remote execution
» distributing the actual CPU intensive workload to the build farm

Family of Python packages with focused responsibilities

Aim for simpler and cleaner solution compared with the legacy one

Easy deployment for development and production environments


https://gitlab.cern.ch/lhcb-core/nightly-builds

Optimisation using deployed artifacts

¢ In the legacy system, tasks spend significant resources downloading the
artifacts from the repository and extracting files from archives
e Recently, LHCb software publication rate to CVMFS has been greatly improved
(EP) Web Conf. 251 (2021) 02034)
» deployment of the binaries takes typically less than 5 minutes
e Saving |0 by using artifacts deployed to CVMFS!

» trigger the installation of sources and binaries asap
» use directly deployed dependencies for subsequent builds and tests



https://inspirehep.net/literature/1911697
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Underlying services

e Flask web application for user interactions
e CouchDB instance to store the result summaries

IV

e RPC services to schedule and distribute the workload aSk " CouchDB HRabbit
® RabbitMQ instance as a RPC communication protocol

e MySQL as a RPC tasks backend .

® S3 repository for the artifacts R nexus

e Nexus frontend for S3 repository
e OpenSearch instance to collect the logs opensearCh

e Deployed in OpenShift, systemd + Puppet, CERN Database On Demand service,
CERN infrastructure, or self-hosted

e Started investigating deployment of a dedicated Kubernetes cluster
e Development infrastructure based on docker-compose




Ib-nightly-scheduler Ib-nightly-builds-frontend Ib-nightly-functions
Ib-nightly-rpc Ib-nightly-utils Ib-nightly-db LHCbNightlyConf

-

Ib-nightly-configuration

Releases uploaded to PyPl and conda-forge
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https://gitlab.cern.ch/lhcb-core/nightly-builds/

Scheduling the tasks

Using Luigi, a Python task manager
Similar to make in the way it handles tasks, dependencies and artifacts

Takes care of (dynamic) dependency resolution, workflow management,

(U9t

Code in lb-nightly-scheduler



https://luigi.readthedocs.io/en/stable/index.html
https://gitlab.cern.ch/lhcb-core/nightly-builds/lb-nightly-scheduler

Luigi visualiser: DAG of lhch-head slot

-5

Nodes denote checkout, build, test,

deployment tasks for all the projects e L
in a slot Pogiel s Sy
e Edges show dependencies between K AT N
> types of tasks (e.g. deploy sources T/ A7 RSO TSR T
depends on checkout) KA T TN AN Y
» projects (e.g. LHCb depends on \ / / i A
Gaudi), resolved dynamically X &L\ A T



Remote execution

e Based on Celery, a distributed task queue system
e Application delegating tasks to workers
» using message queues (RabbitMQ)
» responsible for routing the task depending on the architecture
» enables introducing job priorities
» defining retry policy
> setting up the workers (e.g. build worker should not run concurrent tasks)

e Code in lb-nightly-rpc

CELERY



https://docs.celeryproject.org/en/stable/
https://gitlab.cern.ch/lhcb-core/nightly-builds/lb-nightly-rpc

Remainder of the family of packages

[b-nightly-functions
e actual functions used to checkout, build and test projects

» provide wrappers to run within Singularity containers
» log collection using AsyncIO and UNIX sockets

lb-nightly-configuration
e definition of basic abstractions (e.g. Project, Slot)
lb-nightly-db
e functions to communicate with the database
lb-nightly-utils
e e.g. artifacts repository class abstracting the location of the artifacts



https://gitlab.cern.ch/lhcb-core/nightly-builds/
https://gitlab.cern.ch/lhcb-core/nightly-builds/lb-nightly-functions
https://gitlab.cern.ch/lhcb-core/nightly-builds/lb-nightly-configuration
https://gitlab.cern.ch/lhcb-core/nightly-builds/lb-nightly-db
https://gitlab.cern.ch/lhcb-core/nightly-builds/lb-nightly-utils

Environments

e Essential to keep versions of dependencies under control
e Separate environments for
» workers (Lb-nightly-rpc + dependencies)

» scheduler (Lb-nightly-scheduler + dependencies)

» functions (Lb-nightly-functions + singularity + cmake + ninja etc.)
e Making use of conda package manager
Environments defined by hash of the content
e Automatically deployed to CVMFS through GitLab Cl

CONDA X

CONDA-FORGE



Monitoring the scheduler
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Monitoring the workers and tasks in

Flower aid| Tasks Broker Docs  Cod

Active: 19 Processed: 22021 Failed: 10251 Succeeded: 11447 Retried: 0
Search:

Worker Name Status 4 Active Processed Failed Succeeded Retried Load Average
celery@Iblhcbpr22.cern.ch [Offine | 0 0 0 0 [ 70.77,56.22, 61.21
build@Iblhcbpr4.cem.ch [ Oniine | 0 2430 36 2387 0 9.7,12.63,20.78
scheduler@Iblhcbpr24.cern.ch [ Online | 2 52 0 9 0 9.7,12.63,20.78
checkout@Iblhcbpr22.cem.ch [Oniine] 0 653 128 525 0 29.97,29.56, 29.16
build@Iblhcbpr22.cem.ch [Oniine 0 2249 23 2220 0 29.97, 2956, 29.16
checkout@Iblhcbpr24.cem.ch [ Oniine | 0 653 17 536 0 9.7,12.63,20.78
test@Iblhcbpr24.cern.ch [ Onine 8 8019 4970 2899 0 9.7,12.63,20.78
test@Iblhcbpr22.cem.ch [Oniine] 9 7965 4977 2871 0 29.97,29.56, 29.16



https://flower.readthedocs.io/en/latest/index.html

Monitoring the raw logs in OpenSearch Dashboards

= Discover New
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« fename > dm 29, 2022 0 T1:11:06.975 blhebprzs.ce INFO: Triggered deplopment of bx s of binaries for testing/Thch-heod /2288 /Rn2Support and x86.64.12-ce
cwoune m.eh 0s7-clang12-bg. Seé the Status on: NEEpS://1hch-core-Tasks.Web.corn.ch/toska/resulLt 0412660-F736-4250- 0261 -do854FcSzCh
o8 > wn 2, 2022 @ M1:11:06.63 Lolhcborza.ce  INFO: Inforaed schedular that task  5usld_x96.64_v2.cantos.testing. Lnch_hes 10f25dcsba has status  PENDTNG -
¢ _naox m.ch
# score > 29, 2022 0 11:11:06.633 lblhchprad.ce DNFO: Inforsed schedalar that task  Busldxi6_64_v1_cantos_testing. Inch_hes_SSFOBASOF  has status  ODME -
_svsTenn UM ok
e > 29, 222 8 T1:11:06.630 Iblhcbpraé.co  IWO: Inforsed schedulor thot Task  DeployBinaries.«96.64.v2.centos.testing.Thch hea_89%aebésor has status  PENDING
n.ch

@ @umostanp

© SYSLOG_IDENTIF

> wnz, 2z e

16587] Workor Worker(salt=887393438, workers
forn=xas_64_v2-centos7-clang12-tbo)

o

bihcbpr2a . cern.ch, usernane-lslocal, pid=34285) ruming el -

11:96.367  Iblhebpras.co
n.ch

> aun 29, 202201

nane=lslocal, pid=34265) new req

11:06.255 Lblhcbpraa.ce  TNFO: [pid 18585 Norker Worker(ss1t-087393430, workers=309, host:1blncopras.cern.ch, us ements  Build(projectstesting/Lhcb-head /2288 /Caussino, pla -
n.ch

tformexdt_64_v2-centos?-clang12-dbg)

11:06.207 Iblhcbpr2e ce  INFO: Inforaed scheduler that task  Build_x6_64.v2_centos_testing.Inch_hes_c1994912¢6  has status  PENDING
n.ch

> Jun29, 2022 € 1111506204 Lblhcbprad.ce  INFO: Inforsed scheduler that task  Busld_xe6_64_v2_centos_testing lhch hea 6910ebasor has status DONE -
rn.ch

> Jun 29, 2022 ¢ 11:11:06.200 lblhcbprod.ce  INFO: Inforsed scheduler that cask  DeployBinaries xb6_64_v2 centos.testing.lhch hes 970eb4sOf  has status  PENDIIG
n.ch

> wn 29, 2022 @ 1105919 987393430, workers=309, host=1bInchprs.cern.ch, usernane=Iblocal, pid=34265) ruming  Build(project=testing/Incb-head2288/Gaussino, platfor

Iblhetpras.ce  INF0: [pid 18585] Worker Worker(salt:
n.ch Va-centos7-clang12-dbg)
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Nightlies dashboard
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Monitoring the build summaries

% Build log of Gaussino for x86_64_v2-centos7-gcc11-opt in testing/Ihcb-head/2285
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e Crucial to provide a robust continuous integration system for building LHCb
software stacks

e Newly designed system is much more efficient and cleaner than the legacy one

>

vVvyvyy

>

increased overall throughput and performance

splitting and parallelising the tasks

caching and reusing the artifacts to save the usage of resources
relevant monitoring

better control after dropping dependency on Jenkins

usage of Open Source tools

e Working towards deployment of the new system in production



