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Motivation

@ The Large Hadron Collider (LHC) will undergo several major upgrades until 2032 [1]:

© From LS2 until end of Run 3: L = 2x10°% cm™2s™1 L. . ~500 fb'
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©® Two main challenges for ATLAS muon spectrometer [2]:
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Goal: L1 trigger track segments online reconstruction with “angular resolution ~ 1 mrad”
Offline track reconstruction with “spatial resolution ~ 100 pm”

sTGC: mainly for trigger, complementary precision
tracking, 1 mrad angular resolution (for online reconstructed

H segments), spatial resolution ~100-120 um
——

MM: mainly for precision tracking
complementary trigger
spatial resolution ~100 pm
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Commissioning of NSW DQ System

NSW Gnam: Commissioned in private partition
Ready for data taking and segments are included in ATLAS Global Partition

sTGC: from sector wise Gnam
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Partition
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TDAQ system [6]
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CO nCI u S i O n Data Quality (DQ) monitoring is crucial

Overall premise: collect good data
Online DQ = “first line of defense” to catch and mitigate

Status @P1

First version of NSW DQ tools (Gnam, OHP, DQMF) with basic set of histograms Essential to spot problems early while taking data

are integrated in ATLAS TDAQ and running successfully Specifies sets of ‘good’ luminosity blocks —§» “The Good
Trying to understand problems while having first look at data collected during milestone Runs List (GRL)”

weeks and Splash events

Keep updating the current configuration with advanced level histograms as ATLAS is
approaching towards real data taking for Run3

This data goes into “Physics Analyses” via the “GRL” !!
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: How do we monitor data?
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Troubleshooting for shifters

To monitor problematic elinks

© Ideally all bins of this histograms should be filled, so there will be no elink with missed data packets.
© DQ algorithm will check occupancy of bins (which represents each elink), will flag this histogram Red/
Green/Yellow
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