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Motivation Bias and resolution
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Therefore, it is important to estimate 1 and t; with high resolution, to guarantee the resolution of latter steps.

It is a Poisson process from p, ¢ to PE sequence z, the expectation of this process is u@(t — t;), the curve on the left figure. ¢ is a

. . . GPU acceleration
normalized shape function. z = (¢, %o, ...) represents the times of PEs.

The FSMP algorithm is accelerated with batched method on GPU. The left 2 figures show what is batched method: a lot of waveforms
_ are operated together, instead of analyzing them one by one.
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The batched method performs 0.01 s/waveform with batched size 5000 on NVIDIA® A100, and it is faster than original algorithm on

The MCMC Steps im FSMP CPU by 2 orders of magnitude.

We sample t;, z with Monte-Carlo Markov chain (MCMC).[1, 2] u is estimated with MLE from posterior distribution. This algorithm

is called fast stochastic matching pursuit (FSMP). Fast Bayesian methods are used in calculating. 3]
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