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Introduction
• Importance of mH and ΓH in several aspects of our understanding of fundamental physics.

‣ Understanding the perturbative expansion of its 
potential (λv2h2). 

‣ Higgs couplings defined by the value of mH.

‣ Input to precision global fit of the Standard Model.
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Figure 2: a) Potential V (S) as a function of the average value of the field S.
b) Higgs potential as a function of the Higgs field average value H for µ2 =
�(90 GeV)2, � = 0.13, c0 = µ4/(4�) (solid red line). Experiments probe the
minimum of the potential and its curvature at the minimum (dashed blue line).

the Big Bang from a high temperature phase with the symmetric vacuum (zero
average Higgs field) to a low temperature phase6 when it fell into one of the
two minima, e.g. Hvac = v/

p
2 > 0, which became our current vacuum. This

phase transition, known as the electroweak phase transition, will be discussed
in Section 6.

The Higgs particle (Higgs boson or Higgs in short) is the quantum of the
Higgs field. Its mass is defined by the Higgs potential but while the mass of the
S particle is clearly visible in Eq.2 as the positive coe�cient of the S2 term,
the same is not true for the Higgs since the coe�cient µ2 of the H2 term has
the wrong sign, it is negative. In order to expose the mass of the corresponding
Higgs, we have to separate the field H into two parts: a part h corresponding
to the Higgs particle, which fluctuates about Hvac = v/

p
2, and the constant

part v/
p
2 itself,

H = (h+ v)/
p
2. (4)

Plugging the separated field H into Eq.3, we get for c0 = µ4/(4�)

V (h) =
1

4
�h4 + �vh3 + �v2h2 (5)

We will focus on the last term, �v2h2, which has the form of a mass term,
M2

h h2/2, with the correct sign. It corresponds to the Higgs boson with the
mass

M2
h = 2�v2 = �2µ2 (6)

The most important fact that the Higgs field must be nonzero in the vacuum
(including the value of v) has been known for decades, but we had to wait for

6
The temperature of the current Universe is e↵ectively zero.
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Prediction and uncertainties of Higgs production 
processes as a function of the mH

Power law expansion of the potential 

Latest prediction from LHC 
Higgs Working group 

• ATLAS run I precision on mH of 0.33%
‣ combined measurement from H→γγ and 

H→ZZ*→4ℓ.  

Table 4: Principal systematic uncertainties on the combined mass. Each uncertainty is determined from the change in the 68% CL range for mH
when the corresponding nuisance parameter is removed (fixed to its best fit value), and is calculated by subtracting this reduced uncertainty from
the original uncertainty in quadrature.

Systematic Uncertainty on mH [MeV]
LAr syst on material before presampler (barrel) 70
LAr syst on material after presampler (barrel) 20
LAr cell non-linearity (layer 2) 60
LAr cell non-linearity (layer 1) 30
LAr layer calibration (barrel) 50
Lateral shower shape (conv) 50
Lateral shower shape (unconv) 40
Presampler energy scale (barrel) 20
ID material model (|⌘| < 1.1) 50
H ! �� background model (unconv rest low pTt) 40
Z ! ee calibration 50
Primary vertex e↵ect on mass scale 20
Muon momentum scale 10
Remaining systematic uncertainties 70
Total 180

In order to assess the compatibility of the mass measurements from the two channels a dedicated test statistic that
takes into account correlations between the two measurements is used, as described in Sec. 6. A value of

�mH = 1.47 ± 0.67 (stat) ± 0.28 (syst) GeV
= 1.47 ± 0.72 GeV

(8)

is derived. From the value of �2 ln⇤ at �mH = 0, a compatibility of 4.8%, equivalent to 1.98�, is estimated under the
asymptotic assumption. This probability was cross-checked using Monte Carlo ensemble tests. With this approach a
compatibility of 4.9% is obtained, corresponding to 1.97�.

As an additional cross-check, some of the systematic uncertainties related to the photon energy scale, namely the
inner detector material uncertainty and the uncertainty in the modeling of the photon lateral leakage, were modeled
using a “box-like” PDF defined as a double Fermi–Dirac function. This choice is compatible with the fact that for
these uncertainties the data does not suggest a preferred value within the systematic error range. In this case the
compatibility between the two masses increases to 7.5%, equivalent to 1.8�. The compatibility between the two
measurements increases to 11% (1.6�) if the two signal strengths are set to the SM value of one, instead of being
treated as free parameters.

With respect to the value published in Ref. [15], the compatibility between the measurements from the individual
channels has changed from 2.5� to 2.0�.

8. Conclusions

An improved measurement of the mass of the Higgs boson has been derived from a combined fit to the invariant
mass spectra of the decay channels H ! �� and H!ZZ⇤! 4`. These measurements are based on the pp collision
data sample recorded by the ATLAS experiment at the CERN Large Hadron Collider at center-of-mass energies ofp

s=7 TeV and
p

s=8 TeV, corresponding to an integrated luminosity of 25 fb�1. As shown in Table 5, the measured
values of the Higgs boson mass for the H ! �� and H!ZZ⇤! 4` channels are 125.98± 0.42 (stat)± 0.28 (syst) GeV
and 124.51 ± 0.52 (stat) ± 0.06 (syst) GeV respectively. The compatibility between the mass measurements from the
two individual channels is at the level of 2.0� corresponding to a probability of 4.8%.

From the combination of these two channels, the value of mH = 125.36 ± 0.37 (stat) ± 0.18 (syst) GeV is ob-
tained. These results are based on improved calibrations for photons, electrons and muons and on improved analysis
techniques with respect to Ref. [15], and supersede the previous results.

Table 5: Summary of Higgs boson mass measurements.

Channel Mass measurement [GeV]

H ! �� 125.98 ± 0.42 (stat) ± 0.28 (syst) = 125.98 ± 0.50

H!ZZ⇤! 4` 124.51 ± 0.52 (stat) ± 0.06 (syst) = 124.51 ± 0.52

Combined 125.36 ± 0.37 (stat) ± 0.18 (syst) = 125.36 ± 0.41

23

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCHWG?redirectedfrom=LHCPhysics.LHCHXSWG
https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCHWG?redirectedfrom=LHCPhysics.LHCHXSWG
https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCHWG?redirectedfrom=LHCPhysics.LHCHXSWG
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• Study of the the m4ℓ spectrum and Off-shell H production. 

Higgs width 
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The box diagram gg ! 4` and gg ! H
(⇤) ! 4` processes interfere destructively in the SM. While

interference is maximal around m4` = 220 GeV [3], the relative e�ect of the gg ! H
(⇤) ! 4` contribution

to the overall gg ! 4` lineshape is most pronounced above 350 GeV, as is visible in Figure 2.

The o�-shell Higgs production rate may be a�ected by beyond-the-SM (BSM) processes involving
additional heavy particles, or modifications of the Higgs couplings, even if there is no e�ect on on-shell
Higgs boson production [4].

Previous measurements in this final state were carried out at
p

s = 13 TeV by the ATLAS [5] and CMS [6]
collaborations with a focus on Z Z production. The CMS result additionally includes a determination of the
Z ! 4` branching ratio using a dedicated detector-level analysis. The ATLAS Collaboration performed a
measurement of inclusive four-lepton production at

p
s = 8 TeV [7] and set constraints on the contribution

from gg ! 4`. An analysis using
p

s = 7 TeV and 8 TeV data [8] to determine the Z ! 4` branching
fraction has also been published by ATLAS. Constraints on o�-shell Higgs boson production have recently
been set by ATLAS [9] using the 4` and 2`2⌫ final states in a dedicated detector-level analysis.
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Figure 1: Main contributions to the pp ! 4` (` = e, µ) process: (a) t-channel qq̄ ! 4` production, (b) gluon-induced
gg ! 4` production via a quark loop, (c) internal conversion in Z boson decays and (d) Higgs-boson-mediated
s-channel production (here: gluon–gluon fusion). The notation Z

(⇤) refers to a Z boson which may be either on-shell
or o�-shell.

This measurement is carried out in a fiducial phase space based on the kinematic acceptance of the detector
to ensure a high selection e�ciency. The fiducial phase space and all observables are defined using stable
final-state particles to minimise model dependence. The observation at detector level is corrected for
experimental e�ects such as the detector and trigger system e�ciencies and the detector resolution to
provide results which may be used and reinterpreted without requiring a full simulation of the ATLAS
detector. Electrons or muons originating from leptonic decays of the ⌧-lepton are not considered to be part
of the signal and their contribution to the observation at detector level is subtracted.

Cross-sections are measured di�erentially in the invariant four-lepton mass m4` , and double-di�erentially
with respect to both m4` and the following kinematic variables: the transverse momentum of the four-lepton
system p

4`
T , the rapidity of the four-lepton system y4` , and a matrix-element discriminant (introduced

in Ref. [3] and denoted by DME in this paper) designed to distinguish the s-channel Higgs-mediated
production process from all other processes. The m4` measurement is also made separately for each
flavour combination of leptons in the event; 4e, 4µ and 2e2µ. The double-di�erential cross-sections can
provide additional sensitivity to the various subprocesses contributing to the measured final state; for
example, the p

4`
T is expected to discriminate gg ! Z Z from qq̄ ! Z Z . They are also of interest for

future interpretation; for example, some BSM contributions can have an impact which depends upon the
final-state lepton flavours [10]. The measurements are compared with SM predictions. To explore the
potential of reinterpreting di�erential cross-section measurements, they are also used to constrain the
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provide results which may be used and reinterpreted without requiring a full simulation of the ATLAS
detector. Electrons or muons originating from leptonic decays of the ⌧-lepton are not considered to be part
of the signal and their contribution to the observation at detector level is subtracted.
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‣ Off-shell Higgs production, enhanced at 350 GeV because of 
top-quark loops in ggF, above ~ 2mZ enhancements of qq→ZZ 
and gg→ZZ. 

‣ Limit ΓH possibile from the off-shell to on-shell event yield ratio

✦ on-shell event yields ~ k2g,on-shell / ΓH, while off-shell ~ k2g,off-shell

JHEP 04 (2019) 048, 
Phys. Lett. B 786 (2018) 223 

‣ Observed (expected) upper limit on ΓH 14.4 (15.2) MeV

https://arxiv.org/abs/1902.05892
https://www.sciencedirect.com/science/article/pii/S0370269318307494
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H→γγ 
• H→γγ updated result at Run II with 36.1 fb-1. 
‣ Analytical mγγ background functions in kinematic and detector related categories.  

‣ Reduction of uncertainty through categorisation of events as a function of: 

‣ resolution and signal significance.

‣ Systematic uncertainties. 
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Mass measurement

• Expected statistical uncertainty of 0.21 GeV  and 0.34 GeV systematic uncertainty 

Phys. Lett. B 784 (2018) 345

m��

H
= 124.93 ± 0.40 (±0.21 stat only) GeV

<latexit sha1_base64="ThLMhL2Ezda0cZWS5971wq6I/eI=">AAACPHicbVA9TxwxEPVCPuAgyRFKGisICZrV7oGUUCChpICSKLkD6fZymvXNHRa2d2XPopxWS5ffkt9Aw4+gQxQUSZEoSps6vluKAHmSR8/vzciel+ZKOoqiq2Bm9tHjJ0/n5hsLi8+ev2guvey4rLAC2yJTmT1KwaGSBtskSeFRbhF0qvAwPXk38Q9P0TqZmY80zrGnYWTkUAogL/WbH3S/3K8+lckItIa6VnyHx62tcHuTJzzJta9RuBUlfH1yicJWfJYQfqbSERDPjBpXG2e8lvawU/Wbq1EYTcEfkviWrO6ufZmNv329Pug3L5NBJgqNhoQC57pxlFOvBEtSKKwaSeEwB3ECI+x6akCj65XT5Su+5pUBH2bWH0N8qv47UYJ2bqxT36mBjt19byL+z+sWNHzTK6XJC0Ij6oeGheKU8UmSfCAtClJjT0BY6f/KxTFYEOTzbvgQ4vsrPySdVhhvhq33Po23rMYcW2Gv2DqL2Wu2y/bZAWszwc7ZDfvBfgYXwffgV/C7bp0JbmeW2R0Ef/4C3rCvQg==</latexit>

 [GeV]γγm
115 120 125 130 135 140

 / 
0.

5 
G

eV
γ

γ
m

1/
N

 d
N

/d

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16
 SimulationATLAS

 = 13 TeVs
 = 125 GeV

H
, mγγ→H

=1.59 GeV)68σggH 0J Cen (
MC
Signal Model

=2.10 GeV)68σggH 0J Fwd (
MC
Signal Model

(a)

(b)

Figure 2: (a) Invariant mass distributions (circles) of simulated H ! �� events reconstructed in two categories
with one of the best (“ggH 0J Cen”: open circles) and one of the worst (“ggH 0J Fwd”: solid circles) experimental
resolutions. The signal model derived from a fit of the simulated events is superimposed (solid lines). (b) Diphoton
invariant mass distribution of all selected data events, overlaid with the result of the fit (solid red line). Both for data
and for the fit, each category is weighted by a factor ln(1+ S/B), where S and B are the fitted signal and background
yields in a m�� interval containing 90% of the expected signal. The dotted line describes the background component
of the model. The bottom inset shows the di�erence between the sum of weights and the background component of
the fitted model (dots), compared with the signal model (black line).

the SM values multiplied by a signal modifier for each production mode: µggF, µVBF, µVH and µt t̄H .
The expected yield for mH = 125 GeV varies between about one event in categories sensitive to rare
production modes (tt̄H, tH) to almost 500 events in the most populated event category (“ggH 0J Fwd”).

The background invariant mass distribution of each category is parameterised with an empirical continuous
function of the diphoton system invariant mass value. The parameters of these functions are fitted directly
to data. The functional form used to describe the background in each category is chosen among several
alternatives according to the three criteria described in Ref. [24]: (i) the fitted signal yield in a test sample
representative of the data background, built by combining simulation and control regions in data, must be
minimised; (ii) the �2 probability for the fit of this background control sample must be larger than a certain
threshold; (iii) the quality of the fit to data sidebands must not improve significantly when adding an extra
degree of freedom to the model. The models selected by this procedure are exponential or power-law
functions with one degree of freedom for the categories with few events, while exponential functions of a
second-order polynomial are used for the others.

From the extrapolation of a background-only fit to the sidebands of the m�� distribution in data, excluding
events with 121 GeV < m�� < 129 GeV, the expected signal-to-background ratio in a m�� window
containing 90% of the signal distribution for mH = 125 GeV varies between 2% in the “ggH 0J Fwd”
category and 100% in a high-purity, low-yield (about 12 events) category targeting H+2jet, VBF-like
events with low transverse momentum of the H+2jet system.
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Source Systematic uncertainty on m��

H
[MeV]

EM calorimeter cell non-linearity ±180
EM calorimeter layer calibration ±170
Non-ID material ±120
ID material ±110
Lateral shower shape ±110
Z ! ee calibration ±80
Conversion reconstruction ±50
Background model ±50
Selection of the diphoton production vertex ±40
Resolution ±20
Signal model ±20

https://arxiv.org/abs/1806.00242


G. Barone June-22

123 124 125 126 127 128
 [GeV]Hm

Total Stat. onlyATLAS
        Total      (Stat. only)

 Run 1ATLAS + CMS  0.21) GeV± 0.24 ( ±125.09 

 CombinedRun 1+2  0.16) GeV± 0.24 ( ±124.97 

 CombinedRun 2  0.18) GeV± 0.27 ( ±124.86 

 CombinedRun 1  0.37) GeV± 0.41 ( ±125.38 

γγ→H Run 1+2  0.19) GeV± 0.35 ( ±125.32 

l4→H Run 1+2  0.30) GeV± 0.30 ( ±124.71 

γγ→H Run 2  0.21) GeV± 0.40 ( ±124.93 

l4→H Run 2  0.36) GeV± 0.37 ( ±124.79 

γγ→H Run 1  0.43) GeV± 0.51 ( ±126.02 

l4→H Run 1  0.52) GeV± 0.52 ( ±124.51 

-1 = 13 TeV, 36.1 fbs: Run 2, -1 = 7-8 TeV, 25 fbs: Run 1

Combination
• 4ℓ and γγ measurements are combined with ATLAS Run 1 result

5

• Run 2 precision improved w.r.t Run 1. 

• ATLAS Run 1 + 2 comparable precision to LHC Run 1 combination.

Mass measurement

mH = 124.86 ± 0.27(±0.18 stat only) GeV
<latexit sha1_base64="6M6PUN16TdjSSAK5okU196yuGWg=">AAACLHicbZDfShtBFMZntfVPWjXqpTdDgmARlt1Yam6EUC/qZQpNImRDmJ2c6ODM7DJzVlyW9Sl8id74KoL0wiDe+hydJF606oEZfnzfOcycL06lsBgEE29h8cPHpeWV1cqnz2vrG9XNra5NMsOhwxOZmNOYWZBCQwcFSjhNDTAVS+jFF8dTv3cJxopE/8I8hYFiZ1qMBWfopGH1WA2Lk5Ie0bDx1W9+oxGNUuXuwG8c0r0pB37YvI4QrrCwyJAmWubll2s6l35AtxxW64EfzIq+hfAF6q1atH8zaeXtYfU+GiU8U6CRS2ZtPwxSHBTMoOASykqUWUgZv2Bn0HeomQI7KGbLlnTXKSM6Tow7GulM/XeiYMraXMWuUzE8t6+9qfie189w3BwUQqcZgubzh8aZpJjQaXJ0JAxwlLkDxo1wf6X8nBnG0eVbcSGEr1d+C92GHx74jZ8uje9kXitkh9TIHgnJIWmRE9ImHcLJb3JHHsjEu/X+eI/e07x1wXuZ2Sb/lff8F2FTp8s=</latexit>

mH = 124.97 ± 0.24(±0.16 stat only) GeV
<latexit sha1_base64="j8OL4CkV/pp2lAZbKeWR0VVILq0=">AAACLHicbZDfShtBFMZntf6LfxrtZW8GRYgIy26UqhdCqBf10kIThWwIs5OTZHBmdpk5Ky7L+hS+hDe+iiC9aJDe9jk6Sbxoowdm+PF95zBzvjiVwmIQjLy5+Q8Li0vLK5XVtfWNj9XNrZZNMsOhyROZmKuYWZBCQxMFSrhKDTAVS7iMr8/G/uUNGCsS/QPzFDqKDbToC87QSd3qmeoW5yU9pWH90D85ohGNUuXuwK8f0tqYAz/8chch3GJhkSFNtMzLvTs6lb5Bq+xWdwI/mBR9C+Er7DS2o/37USO/6Fafo17CMwUauWTWtsMgxU7BDAouoaxEmYWU8Ws2gLZDzRTYTjFZtqS7TunRfmLc0Ugn6r8TBVPW5ip2nYrh0M56Y/E9r51h/7hTCJ1mCJpPH+pnkmJCx8nRnjDAUeYOGDfC/ZXyITOMo8u34kIIZ1d+C626Hx749e8uja9kWsvkM9kmNRKSI9Ig5+SCNAknD+SJ/CIj79H76b14v6etc97rzCfyX3l//gJcfqfI</latexit>

Phys. Lett. B 784 (2018) 345

https://arxiv.org/abs/1806.00242
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• In the H→ZZ→ 4ℓ the signal is a narrow resonant peak above a background continuum. 

Ingredients for precision

6

�mH ' �(m4`,��)p
N �Nb

Higgs signal, 
resonant at the 
value of mH

Non resonant 
background from non 
H production 

Statistical uncertainty on mH approximated 
by the uncertainty on the mean of the mass 

distribution 

ℓ = electron or muon ‣ 4ℓ final state forms 4μ, 4e, 2μ2e, and 2e2μ 
channels. 

Invariant mass distribution

(I) Statistical precision precision depends upon:

‣ resolution of the reconstructed final state and number of signal events.

(II) Systematic uncertainty from understanding of detector performance.



G. Barone June-22

• Resolution in electron and muon reconstruction crucial for mH uncertainty.

• We used well known processes to calibrate the detector response.
‣ Resonant process of J/ψ, (ϒ) and Z,
‣ for modelling of calorimeters deposits, alignment precision, etc.

Energy and pT calibration
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See F. He talk.

https://agenda.infn.it/event/28874/contributions/169061/
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Muon pT resolution 
• Local misalignments and second order effects:

‣ Charge dependent sagitta bias, with net effect of worsening resolution 

‣ In-situ correction based on Z→μμ data, recovers up to 5% in resolution. 

• Momentum scale understood down to the per mille level 

‣ Precision down to 0.5 per mille for |η|<1.0

8

175-9/December/2016 ATLAS: Inner Detector alignment

Tackling weak modesTackling weak modes
● Momentum biases can be monitored using Z→ μ+μ- and electrons E/p

– Charge symmetric and charge antisymmetric detector distortions

● E/p offers a direct measurement
– But electron's tracking has its own issues 

● Z→ μ+μ- (or J/ψ) 
– Better tracking using μ's → δsagitta accuracy 

– If bias is present: which track is to blame?
● Iterative procedure

– This channel can monitor d0 & z0 biases

● Parametrize the biases → apply constraints and realign

pT
reco= pT

true(1+q pT
true δsagitta)

−1

Charge antisymmetric
deformation

Charge symmetric
deformation

δd0 = d0
μ+ - d0

μ-

Detector layer movements biasing the 
measurement of the bending of the 
particle 

Biased positive and negative tracks 

Corrected positive and negative tracks

See F. He talk.

https://agenda.infn.it/event/28874/contributions/169061/
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Higher level improvements 

9

 

Neural network output of the event’s resolution

• Three-prong approach to reduce uncertainty at analysis level:

(i) constraint to mZ with kinematic fit and second order detector effects.

(ii) machine-learning discriminant selecting signal and background events

(iii) Per-event resolution likelihood. 

✦  Machine Learning to target each event’s unique characteristics

ML output for signal and background 
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New: arXiv:2207.00320 

https://arxiv.org/abs/1806.00242
https://arxiv.org/abs/2207.00320
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Higher level improvements 

10

 • Output used in multidimensional fit, improving with respect to average detector response.
‣ Fit dimensions: m4ℓ x DNN x σi 

‣ Tailored resolution to each event’s characteristics. 

‣ One-sided 𝑝-value for compatibility between the observed and expected total uncertainties is 0.28. 

Full Run-2 results 

MC-based per-event pseudo experiments.
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H→ZZ→4ℓ results

• Systematic uncertainty of 40 MeV 

• Result: 

‣ 26% improved (total) precision with respect to Run I Combination. 

11

Full Run-2 results 

ATLAS DRAFT

the methodology described in Ref. [12]. The normalisation of the C-- ++++ background is constrained338

according to the uncertainties in the theory prediction.339

The fit model was validated by utilising a two-step unblinding process, where the same, unknown, bias is340

applied to all events in the observed dataset and the likelihood model, as described in Section 7, is fitted to341

it. No significant changes to the compatibility between channels or to any free or constrained parameters,342

with the exception of <� , are observed when this bias is removed.343

7 Results344

The mass measurement is performed by maximising the profile-likelihood ratio [59, 60]345

_(<� ) =
L
�
<� ,

ˆ̂
\ (<� )

�
L
�
<̂� , \̂

� ,

where <̂� and \̂ denote the unconditional maximum-likelihood estimates of the parameters of the346

likelihood function L, while ˆ̂
\ is the conditional maximum-likelihood estimate of the parameters \ for a347

fixed value of the parameter of interest, <� . Systematic uncertainties and their correlations are modelled348

by introducing nuisance parameters \ with priors described by Gaussian or log-normal functions that349

reflect the uncertainties in the values of the nuisance parameters.350

The estimate of <� is extracted by performing a simultaneous maximum-likelihood fit to the four351

subchannels (4`, 242`, 2`24, and 44) in the <4✓ range between 105 and 160 GeV. The expected and352

observed yields, along with the signal-to-background ratio, are shown in Table 1 for the signal region353

defined by limiting the data to <4✓ between 115 and 130 GeV.354

The free parameters of the fit are <� , the signal normalisation, and background normalisations for each355

of the four subchannels, while the nuisance parameters associated with the systematic uncertainties are356

constrained by their respective priors. Figure 6 shows the <4✓ distribution of the data together with357

the result of the fit to the � ! //
⇤ ! 4✓ candidates. The small shape fluctuations in the background358

prediction arise from the integrations of the background probability density functions; their e�ects on the359

mass fit are negligible. The fit results in360

<� = 124.99 ± 0.18(stat.) ± 0.04(syst.) GeV.

All fitted normalisations are found to be compatible with the SM expectations. The fit for <� is also361

performed independently for each decay channel. The <4✓ distributions for the four channels are shown362

in Figure 7. The resulting profile-likelihood-ratio variation as a function of <� and the resulting fitted363

values are compared with those of the combined fit in Figure 8. The <� measurements from the individual364

channels are compatible with the combined measurement, with a ?-value of 0.82.365

The statistical uncertainty of <� is estimated by fixing all nuisance parameters associated with systematic366

uncertainties to their best-fit values, leaving all remaining parameters unconstrained. The total systematic367

uncertainty is estimated by subtracting the square of the statistical uncertainty from the square of the total368

uncertainty and calculating the square root. Table 2 shows the leading contributions to the systematic369

uncertainty of <� . The uncertainties in the electron energy scale and in the muon momentum scale,370

resolution, and sagitta bias correction are described in Section 4. Other sources, including background371

modelling and simulation statistics, contribute less than 5 MeV. The total uncertainty is in agreement372

24th June 2022 – 13:20 14

• Simultaneous fit for all channels over the multidimensional model

‣ Channel compatibility within a p-value of 0.8 
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• Total uncertainty of 0.14%

• Systematic uncertainty of 0.02%

‣ 88% improvement w.r.t mHH→ZZ,Run1

‣ Momentum scale uncertainties reduced by a factor 2. 

‣ 33% improved precision w.r.t previous mHATLAS,Run1+2

‣ Most precise measurement by ATLAS, so far. 

H→ZZ→4ℓ results

12

Measured mH for all channels and combined.

• Combination with H→ZZ→4ℓ Run-1 measurement.

ATLAS DRAFT
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Figure 9: The distributions of the total <� uncertainty from pseudo-experiments assuming <� = 125 GeV are
shown, for when the fit does (black) and does not (blue) take into account systematic uncertainties. The solid lines
correspond to the expected uncertainty distribution from pseudo-experiments, while the vertical dashed lines indicate
the observed values of the uncertainties. The one-sided ?-value for compatibility between the observed and expected
total uncertainties is 0.28.

8 Summary386

The mass of the Higgs boson is measured from a maximum-likelihood fit to the invariant mass and the387

predicted invariant-mass resolution of the � ! //
⇤ ! 4✓ decay channel. The results are obtained from388

the full Run 2 ?? collision data sample recorded by the ATLAS experiment at the CERN Large Hadron389

Collider at a centre-of-mass energy of 13 TeV, corresponding to an integrated luminosity of 139 fb�1.390

The measurement is based on the latest calibrations of muons and electrons, and on improvements to the391

analysis techniques used to obtain the previous result using data collected by ATLAS in 2015 and 2016.392

The measured value of the Higgs boson mass for the � ! //
⇤ ! 4✓ channel is393

<� = 124.99 ± 0.18(stat.) ± 0.04(syst.) GeV.394

Thanks to a larger dataset, improved experimental techniques, and more precise lepton calibration, the395

statistical uncertainty of the measurement has been reduced by a factor of two and the systematic uncertainty396

by about 20% relative to the previous Run 2 published result.397

This measurement is combined with the previous one obtained in the same channel with ATLAS Run 1398

data. The result of the combination is399

<� = 124.94 ± 0.17(stat.) ± 0.03(syst.) GeV.400

This is the most precise measurement of <� in the � ! //
⇤ ! 4✓ channel by the ATLAS Collabora-401

tion.402
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‣ New pT calibration techniques → uncorrelated pT(μ) systematics between Run1 and Run2

Full Run-2 results 
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Conclusion
• After a decade of cracking the mass problem:  
1.Measurement of mH at 1.4 per mille precision level.   

2.Measurement of the Higgs width.

13

• Full set of ATLAS results: 
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HiggsPublicResults

• Higgs physics provide an excellent picture for 

‣ Searches for new phenomena resonant at higher scales, searches for deviations to theory within the scales 
of the experiment. 

‣ mH one of the most precise measurements in the LHC scientific program. 

105 110 115 120 125 130 135 140 145 150 155 160

 [GeV]
l4m

0

10

20

30

40

50

60

70

80

E
ve

n
ts

 /
 1

.2
5

 G
e

V

Data

Fit

Background

ATLAS

 4l→ ZZ* →H 
-1 = 13 TeV, 139 fbs

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HiggsPublicResults


Additional material

14



G. Barone June-22

Introduction
• Importance of mH and ΓH in several aspects of our understanding of fundamental physics.

‣ Understanding the perturbative expansion of its 
potential (λv2h2). 

‣ Higgs couplings defined by the value of mH.

‣ Input to precision global fit of the Standard Model.

15

Mass measurement
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Figure 2: a) Potential V (S) as a function of the average value of the field S.
b) Higgs potential as a function of the Higgs field average value H for µ2 =
�(90 GeV)2, � = 0.13, c0 = µ4/(4�) (solid red line). Experiments probe the
minimum of the potential and its curvature at the minimum (dashed blue line).

the Big Bang from a high temperature phase with the symmetric vacuum (zero
average Higgs field) to a low temperature phase6 when it fell into one of the
two minima, e.g. Hvac = v/

p
2 > 0, which became our current vacuum. This

phase transition, known as the electroweak phase transition, will be discussed
in Section 6.

The Higgs particle (Higgs boson or Higgs in short) is the quantum of the
Higgs field. Its mass is defined by the Higgs potential but while the mass of the
S particle is clearly visible in Eq.2 as the positive coe�cient of the S2 term,
the same is not true for the Higgs since the coe�cient µ2 of the H2 term has
the wrong sign, it is negative. In order to expose the mass of the corresponding
Higgs, we have to separate the field H into two parts: a part h corresponding
to the Higgs particle, which fluctuates about Hvac = v/

p
2, and the constant

part v/
p
2 itself,

H = (h+ v)/
p
2. (4)

Plugging the separated field H into Eq.3, we get for c0 = µ4/(4�)

V (h) =
1

4
�h4 + �vh3 + �v2h2 (5)

We will focus on the last term, �v2h2, which has the form of a mass term,
M2

h h2/2, with the correct sign. It corresponds to the Higgs boson with the
mass

M2
h = 2�v2 = �2µ2 (6)

The most important fact that the Higgs field must be nonzero in the vacuum
(including the value of v) has been known for decades, but we had to wait for

6
The temperature of the current Universe is e↵ectively zero.

5
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Figure 5: Contours at 68% and 95% CL obtained from scans of MW versus mt for the fit including (blue)
and excluding the MH measurement (grey), as compared to the direct measurements (green vertical and
horizontal 1� bands, and two-dimensional 1� and 2� ellipses). The direct measurements of MW and mt are
excluded from the fits.

When evaluating sin2✓`
e↵

through the parametric formula from Ref. [69], an upward shift of 2 ·10�5

with respect to the fit result is observed, mostly due to the inclusion of MW in the fit. Using
the parametric formula the total uncertainty is larger by 0.6 · 10�5, as the global fit exploits the
additional constraint from MW . The fit also constrains the nuisance parameter associated with the
theoretical uncertainty in the calculation of sin2✓`

e↵
, resulting in a reduced theoretical uncertainty

of 4.0 · 10�5 compared to the 4.7 · 10�5 input uncertainty.

The mass of the top quark is indirectly determined to be

mt = 176.4± 2.1 GeV , (4)

with a theoretical uncertainty of 0.6 GeV induced by the theoretical uncertainty on the prediction of
MW . The largest potential to improve the precision of the indirect determination of mt is through
a more precise measurement of MW . Perfect knowledge of MW would result in an uncertainty on
mt of 0.9 GeV.

The strong coupling strength at the Z-boson mass scale is determined to be

↵S(M
2

Z) = 0.1194± 0.0029 , (5)

which corresponds to a determination at full next-to-next-to leading order (NNLO) for electroweak
and strong contributions, and partial strong next-to-NNLO (NNNLO) corrections. The theory
uncertainty of this result is 0.0009, which is shared in equal parts between missing higher orders
in the calculations of the radiator functions and the partial widths of the Z boson. The most
important constraints on ↵S(M2

Z
) come from the measurements of R0

`
, �Z and �

0

had
, also shown in

Fig. 6. The values of ↵S(M2

Z
) obtained from the individual measurements are 0.1237±0.0043 (R0

`
),

Global Electroweak fits from the Gfitter Collaboration 

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCHWG?redirectedfrom=LHCPhysics.LHCHXSWG
https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCHWG?redirectedfrom=LHCPhysics.LHCHXSWG
https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCHWG?redirectedfrom=LHCPhysics.LHCHXSWG
http://project-gfitter.web.cern.ch/p
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Run I status
• ATLAS run I precision on mH of 0.33%

‣ combined measurement from H→γγ and H→ZZ*→4ℓ.  

‣ Both channels dominated by statistical uncertainty 

• At Run2 aim in improving significantly the 
precision:

‣ Expect 7 times more candidates, with 139 fb-1 

at √s=13 TeV

‣ Improve on the detector calibration.  

16

Table 4: Principal systematic uncertainties on the combined mass. Each uncertainty is determined from the change in the 68% CL range for mH
when the corresponding nuisance parameter is removed (fixed to its best fit value), and is calculated by subtracting this reduced uncertainty from
the original uncertainty in quadrature.

Systematic Uncertainty on mH [MeV]
LAr syst on material before presampler (barrel) 70
LAr syst on material after presampler (barrel) 20
LAr cell non-linearity (layer 2) 60
LAr cell non-linearity (layer 1) 30
LAr layer calibration (barrel) 50
Lateral shower shape (conv) 50
Lateral shower shape (unconv) 40
Presampler energy scale (barrel) 20
ID material model (|⌘| < 1.1) 50
H ! �� background model (unconv rest low pTt) 40
Z ! ee calibration 50
Primary vertex e↵ect on mass scale 20
Muon momentum scale 10
Remaining systematic uncertainties 70
Total 180

In order to assess the compatibility of the mass measurements from the two channels a dedicated test statistic that
takes into account correlations between the two measurements is used, as described in Sec. 6. A value of

�mH = 1.47 ± 0.67 (stat) ± 0.28 (syst) GeV
= 1.47 ± 0.72 GeV

(8)

is derived. From the value of �2 ln⇤ at �mH = 0, a compatibility of 4.8%, equivalent to 1.98�, is estimated under the
asymptotic assumption. This probability was cross-checked using Monte Carlo ensemble tests. With this approach a
compatibility of 4.9% is obtained, corresponding to 1.97�.

As an additional cross-check, some of the systematic uncertainties related to the photon energy scale, namely the
inner detector material uncertainty and the uncertainty in the modeling of the photon lateral leakage, were modeled
using a “box-like” PDF defined as a double Fermi–Dirac function. This choice is compatible with the fact that for
these uncertainties the data does not suggest a preferred value within the systematic error range. In this case the
compatibility between the two masses increases to 7.5%, equivalent to 1.8�. The compatibility between the two
measurements increases to 11% (1.6�) if the two signal strengths are set to the SM value of one, instead of being
treated as free parameters.

With respect to the value published in Ref. [15], the compatibility between the measurements from the individual
channels has changed from 2.5� to 2.0�.

8. Conclusions

An improved measurement of the mass of the Higgs boson has been derived from a combined fit to the invariant
mass spectra of the decay channels H ! �� and H!ZZ⇤! 4`. These measurements are based on the pp collision
data sample recorded by the ATLAS experiment at the CERN Large Hadron Collider at center-of-mass energies ofp

s=7 TeV and
p

s=8 TeV, corresponding to an integrated luminosity of 25 fb�1. As shown in Table 5, the measured
values of the Higgs boson mass for the H ! �� and H!ZZ⇤! 4` channels are 125.98± 0.42 (stat)± 0.28 (syst) GeV
and 124.51 ± 0.52 (stat) ± 0.06 (syst) GeV respectively. The compatibility between the mass measurements from the
two individual channels is at the level of 2.0� corresponding to a probability of 4.8%.

From the combination of these two channels, the value of mH = 125.36 ± 0.37 (stat) ± 0.18 (syst) GeV is ob-
tained. These results are based on improved calibrations for photons, electrons and muons and on improved analysis
techniques with respect to Ref. [15], and supersede the previous results.

Table 5: Summary of Higgs boson mass measurements.

Channel Mass measurement [GeV]

H ! �� 125.98 ± 0.42 (stat) ± 0.28 (syst) = 125.98 ± 0.50

H!ZZ⇤! 4` 124.51 ± 0.52 (stat) ± 0.06 (syst) = 124.51 ± 0.52

Combined 125.36 ± 0.37 (stat) ± 0.18 (syst) = 125.36 ± 0.41
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Combination
• 4ℓ and γγ measurements are combined with ATLAS Run 1 result

17

• Run 2 precision improved w.r.t Run 1. 

• ATLAS Run 1 + 2 comparable precision to LHC Run 1 combination.

arXiv:1806.00242

Mass measurement

mH = 124.86 ± 0.27(±0.18 stat only) GeV
<latexit sha1_base64="6M6PUN16TdjSSAK5okU196yuGWg=">AAACLHicbZDfShtBFMZntfVPWjXqpTdDgmARlt1Yam6EUC/qZQpNImRDmJ2c6ODM7DJzVlyW9Sl8id74KoL0wiDe+hydJF606oEZfnzfOcycL06lsBgEE29h8cPHpeWV1cqnz2vrG9XNra5NMsOhwxOZmNOYWZBCQwcFSjhNDTAVS+jFF8dTv3cJxopE/8I8hYFiZ1qMBWfopGH1WA2Lk5Ie0bDx1W9+oxGNUuXuwG8c0r0pB37YvI4QrrCwyJAmWubll2s6l35AtxxW64EfzIq+hfAF6q1atH8zaeXtYfU+GiU8U6CRS2ZtPwxSHBTMoOASykqUWUgZv2Bn0HeomQI7KGbLlnTXKSM6Tow7GulM/XeiYMraXMWuUzE8t6+9qfie189w3BwUQqcZgubzh8aZpJjQaXJ0JAxwlLkDxo1wf6X8nBnG0eVbcSGEr1d+C92GHx74jZ8uje9kXitkh9TIHgnJIWmRE9ImHcLJb3JHHsjEu/X+eI/e07x1wXuZ2Sb/lff8F2FTp8s=</latexit>

mH = 124.97 ± 0.24(±0.16 stat only) GeV
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https://arxiv.org/abs/1806.00242
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Higgs width 
• Study of the the m4ℓ spectrum and off-shell H production
‣ Measured upper limit on width combining 4ℓ and ℓℓν̅ν̅

‣ Limit ΓH possibile from the off-shell to on-shell event yield ratio Rgg

✦ on-shell event yields ~ k2g,on-shell / ΓH, while off-shell ~ k2g,off-shell

18

JHEP 04 (2019) 048, 
Phys. Lett. B 786 (2018) 223 
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‣ Observed (expected) upper limit on ΓH 14.4 (15.2) MeV

https://arxiv.org/abs/1902.05892
https://www.sciencedirect.com/science/article/pii/S0370269318307494
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H→γγ 
• H→γγ updated result at Run II with 36.1 fb-1. 
‣ Analytical mγγ background functions in kinematic and detector related categories.  

‣ Reduction of uncertainty through categorisation of events as a function of: 

‣ resolution and signal significance.

‣ Systematic uncertainties. 
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Mass measurement

• Expected statistical uncertainty of 0.21 GeV  and 0.34 GeV systematic uncertainty 

Phys. Lett. B 784 (2018) 345

m��

H
= 124.93 ± 0.40 (±0.21 stat only) GeV

<latexit sha1_base64="ThLMhL2Ezda0cZWS5971wq6I/eI=">AAACPHicbVA9TxwxEPVCPuAgyRFKGisICZrV7oGUUCChpICSKLkD6fZymvXNHRa2d2XPopxWS5ffkt9Aw4+gQxQUSZEoSps6vluKAHmSR8/vzciel+ZKOoqiq2Bm9tHjJ0/n5hsLi8+ev2guvey4rLAC2yJTmT1KwaGSBtskSeFRbhF0qvAwPXk38Q9P0TqZmY80zrGnYWTkUAogL/WbH3S/3K8+lckItIa6VnyHx62tcHuTJzzJta9RuBUlfH1yicJWfJYQfqbSERDPjBpXG2e8lvawU/Wbq1EYTcEfkviWrO6ufZmNv329Pug3L5NBJgqNhoQC57pxlFOvBEtSKKwaSeEwB3ECI+x6akCj65XT5Su+5pUBH2bWH0N8qv47UYJ2bqxT36mBjt19byL+z+sWNHzTK6XJC0Ij6oeGheKU8UmSfCAtClJjT0BY6f/KxTFYEOTzbvgQ4vsrPySdVhhvhq33Po23rMYcW2Gv2DqL2Wu2y/bZAWszwc7ZDfvBfgYXwffgV/C7bp0JbmeW2R0Ef/4C3rCvQg==</latexit>

Source Systematic uncertainty on m��

H
[MeV]

EM calorimeter cell non-linearity ±180
EM calorimeter layer calibration ±170
Non-ID material ±120
ID material ±110
Lateral shower shape ±110
Z ! ee calibration ±80
Conversion reconstruction ±50
Background model ±50
Selection of the diphoton production vertex ±40
Resolution ±20
Signal model ±20

https://arxiv.org/abs/1806.00242
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Object selection
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• Electrons (e).
‣ Isolated objects clustered from calorimeter energy 

deposits with associated ID track.

‣ ET > 7 GeV, |η| < 2.47 and |z0 sin(θ)| < 0.5 mm

• Muons (μ).
‣ Combined track fit of Inner Detector and Muon 

Spectrometer hits, 
‣ pT > 5 GeV, |η| < 2.7 |z0 sin(θ)| < 0.5 mm of  “loose or 

medium quality” 
‣ Isolated objects 

• Missing transverse energy (ETmiss).
‣ Inferred from transverse momentum imbalance
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Object selection
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• Jets (j).
‣ Energy deposit grouping with infra-red safe algorithm: 

‣ pT > 25 GeV and  |η| < 4.5
✦ Clustering with anti-kT, R=0.4 

• Electrons (e).
‣ Isolated objects clustered from calorimeter energy 

deposits with associated ID track.

‣ ET > 7 GeV, |η| < 2.47 and |z0 sin(θ)| < 0.5 mm

• Muons (μ).
‣ Combined track fit of Inner Detector and Muon 

Spectrometer hits, 
‣ pT > 5 GeV, |η| < 2.7 |z0 sin(θ)| < 0.5 mm of  “loose or 

medium quality” 
‣ Isolated objects 
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Object selection
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• Photons (γ).
‣ Clustering of calorimeter energy deposits.

‣ Identified with rectangular cuts on shower shapes. 

 [GeV]TE
210 310

 (t
ig

ht
)

IDε

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1
ATLAS Preliminary

| < 1.37η |≤0.6 
γconverted 

 = 13 TeVs

)-1Electron extrapolation (36.1fb
)-1Matrix method (37.1fb

)-1 (36.1fbγ ll→Z 

• Electrons (e).
‣ Isolated objects clustered from calorimeter energy 

deposits with associated ID track.

‣ ET > 7 GeV, |η| < 2.47 and |z0 sin(θ)| < 0.5 mm

• Muons (μ).
‣ Combined track fit of Inner Detector and Muon 

Spectrometer hits, 
‣ pT > 5 GeV, |η| < 2.7 |z0 sin(θ)| < 0.5 mm of  “loose or 

medium quality” 
‣ Isolated objects 
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Object selection
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• Jets (j).
‣ Energy deposit grouping with infra-red safe algorithm: 

‣ pT > 25 GeV and  |η| < 4.5
✦ Clustering with anti-kT, R=0.4 

• Electrons (e).
‣ Isolated objects clustered from calorimeter energy 

deposits with associated ID track.

‣ ET > 7 GeV, |η| < 2.47 and |z0 sin(θ)| < 0.5 mm

• Muons (μ).
‣ Combined track fit of Inner Detector and Muon 

Spectrometer hits, 
‣ pT > 5 GeV, |η| < 2.7 |z0 sin(θ)| < 0.5 mm of  “loose or 

medium quality” 
‣ Isolated objects 
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γγ

24

Reconstruction and selection
• Diphoton event selection 

‣ At least two photon with ET> 25 GeV 

‣ Highest ET pair forms candidate. 

‣ Vertex identification with Neural Network
✦ Vertex within 0.3 mm for 79% of ggH 

events. 

 [GeV]γγm
110 120 130 140 150 160

 w
ei

gh
ts

 - 
fit

te
d 

bk
g

∑ 10−

0

10

20

 w
ei

gh
ts

 / 
G

eV
∑

100

200

300

400

500

600
Data
Background
Signal + Background
Signal

-1 = 13 TeV, 36.1 fbs
 = 125.09 GeVHm

ln(1+S/B) weighted sum

ATLAS

Figure 9: Weighted diphoton invariant mass spectrum observed in the 2015 and 2016 data at 13 TeV. Each
event is weighted by the ln(1 + S90/B90) ratio of the expected signal (S90) and background (B90) of the 90%
signal quantile in the category to which it belongs to. The error bars represent 68% confidence intervals of the
weighted sums. The solid red curve shows the fitted signal-plus-background model when the Higgs boson mass
is constrained to be 125.09 ± 0.24 GeV. The background component of the fit is shown with the dotted blue
curve. The signal component of the fit is shown with the solid black curve. Both the signal-plus-background
and background-only curves reported here are obtained from the sum of the individual curves in each category
weighted by the logarithm of unity plus the signal-to-background ratio. The bottom plot shows the residuals
between the data and the background component of the fitted model.

the NNLO SM prediction for ggH production [17, 110], which is about 10% lower than the N3LO
calculation used here (see Section 4). section [17, 110] that is about 10% lower than the state-of-
the-art �ggH. The impact of the main sources of systematic uncertainty (presented in Table 3 and
Section 7) in the measured global signal strength is summarized in Table 6. The distinction between
yield and migration uncertainties adopted in Table 3 is used and the uncertainties are grouped into
theory uncertainties, experimental uncertainties, mass resolution and scale, background shape, and
luminosity.

In addition to the global signal strength, the signal strengths of the primary production processes are
evaluated by exploiting the sensitivities of the analysis categories of Table 4 to specific production
processes. The measured signal strengths are shown together with the global signal strengths discussed
above in Figure 12 and found to be:

39

• Background estimation
‣ Entirely estimated from data

‣ Prompt photons: maximum likelihood fit 
to mγγ spectrum 

‣ Jets misidentified as photons: from 
control sample 
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ET(e/γ) resolution
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Mass measurement
• Good energy calibration necessary for increased precision on mH

‣ Two step approach: i) material energy loss and ii) global calorimetric scale 
from Z→ee  data

• Total scale uncertainty of at 40 GeV at the per-mille level. 
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Muon resolution 
• Correction for local misalignments 

‣ Charge dependent bias, with net effect of worsening resolution 

‣ In-situ correction based on Z→μμ data, recovers up to 5% in 
resolution.
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Mass Measurement
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175-9/December/2016 ATLAS: Inner Detector alignment

Tackling weak modesTackling weak modes
● Momentum biases can be monitored using Z→ μ+μ- and electrons E/p

– Charge symmetric and charge antisymmetric detector distortions

● E/p offers a direct measurement
– But electron's tracking has its own issues 

● Z→ μ+μ- (or J/ψ) 
– Better tracking using μ's → δsagitta accuracy 

– If bias is present: which track is to blame?
● Iterative procedure

– This channel can monitor d0 & z0 biases

● Parametrize the biases → apply constraints and realign

pT
reco= pT

true(1+q pT
true δsagitta)

−1

Charge antisymmetric
deformation

Charge symmetric
deformation

δd0 = d0
μ+ - d0

μ-


