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Deep neural networks are rapidly gaining popularity in physics research. While python-based deep learn-
ing frameworks for training models in GPU environments develop and mature, a good solution that allows
easy integration of inference of trained models into conventional C++ and CPU-based scientific computing
workflow seems lacking.

We report the latest development in ROOT/TMVA that aims to address this problem. This new framework
takes externally trained deep learningmodels in ONNX format or Keras and PyTorch native formats, and emits
C++ code that can be easily included and invoked for fast inference of the model, with minimal dependency
on linear algebra libraries only. We provide an overview of this current solution for conducting inference in
C++ production environment and discuss the technical details.

More importantly, we present the latest and significant updates of this framework in supporting commonly
used deep learning architectures, such as convolutional and recurrent networks.

We show also how the inference code can be integrated in the analysis users code together with tools such as
ROOT RDataFrame.
We demonstrate its current capabilities with benchmarks in evaluating popular deep learning models used by
LHC experiments against popular deep learning inference tools, such as ONNXRuntime.
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