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High Luminosity Large Hadron Collider
• We need the high statistics provided by HL-LHC in order to search for New 

Physics at the EWK-scale

• Small SM deviations (high stats)

• Difficult phase space (increase acceptance)


• The Phase 1 Level-1 Trigger (L1T) system and algorithms at 200 PU = 4 MHz for 
the same Physics acceptance


• Total allowed Phase 2 L1T bandwidth = 750 kHz

2

Pile Up increase

200 PU

High Statistics

4000 fb-1

High Luminosity

7.5x1034 cm-2s-1→ →
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CMS at HL-LHC
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L1T and HLT/DAQ 
• Tracker Tracks in L1T at 40 MHz

• PFlow selection at 750 kHz

• HLT output at 7.5 kHz

• 40 MHz Scouting: Real time analysis

• L1T latency: 4 → 12.5 μs

Barrel Calorimeters 
• ECAL crystal granularity readout at 40 MHz 

with precise timing for e/γ at 30 GeV

• ECAL and HCAL new Back-end boards

Muon Systems 
• DT & CSC new FE/BE readout

• RPC back-end electronics

• New GEM/RPC 1.6 < η < 2.4

Calorimeter Endcap 
• High Granularity Calorimeter (HGCAL)

• 3D showers and precise timing

• Si, Scint+SiPM in Pb/W-SS

Tracker 
• Si-Strip and Pixels increased granularity

• Design for tracking in L1-Trigger

• Extended coverage to η ≃ 3.8

MIP Timing Detector 
• Precision timing with:

• Barrel layer: Crystals + SiPMs

• Endcap layer: Low Gain 

Avalanche Diodes

Beam Radiation Instr. and 
Luminosity 
• Bunch-by-bunch luminosity 

measurement:

• 1% offline, 2% online

https://cds.cern.ch/record/2714892
https://cds.cern.ch/record/2759072
https://cds.cern.ch/record/2283187
https://cds.cern.ch/record/2283189
https://cds.cern.ch/record/2293646
https://cds.cern.ch/record/2272264/
https://cds.cern.ch/record/2667167
https://cds.cern.ch/record/2759074
https://cds.cern.ch/record/2759074
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CMS at HL-LHC
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Phase 2 L1T: Architecture
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Muons Calorimeters
Phase 1 Phase 2

→

8 Chapter 1. Introduction and overview

Figure 1.3: Functional diagram of the CMS L1 Phase-2 upgraded trigger design. The Phase-2 L1
trigger receives inputs from the calorimeters, the muon spectrometers and the track finder. The
calorimeter trigger inputs include inputs from the barrel calorimeter (BC), the high-granularity
calorimeter (HGCAL) and the hadron forward calorimeter (HF). It is composed of a barrel
calorimeter trigger (BCT) and a global calorimeter trigger (GCT). The muon trigger receives in-
put from various detectors, including drift tubes (DT), resistive plate chambers (RPC), cathode
strip chambers (CSC), and gas electron multipliers (GEM). It is composed of a barrel layer-1
processor and muon track finders processing data from three separate pseudorapidity regions
and referred to as BMTF, OMTF and EMTF for barrel, overlap and endcap, respectively. The
muon track finders transmit their muon candidates to the global muon trigger (GMT), where
combination with tracking information is possible. The track finder (TF) provides tracks to
various parts of the design including the global track trigger (GTT). The correlator trigger (CT)
in the center (yellow area) is composed of two layers dedicated to particle-flow reconstruction.
All objects are sent to the global trigger (GT) issuing the final L1 trigger decision. External
triggers feeding into the GT are also shown (more in Section 2.6) including potential upscope
(mentioned as ”others”) such as inputs from the MTD. The dashed lines represent links that
could be potentially exploited (more details are provided in the text). The components under
development within the Phase-2 L1 trigger project are grouped in the same area (blue area).
The various levels of processing are indicated on the right: trigger primitives (TP), local and
global trigger reconstruction, particle-flow trigger reconstruction (PF) and global decision.

processors as part of the detector backend. The reconstructed track parameters and track re-
construction quality flags are provided to the trigger system to achieve precise vertex recon-
struction and matching with calorimeter and muon objects. This key feature maximizes the
trigger efficiency while keeping the trigger rate within the allowed budget. A global track trig-
ger (GTT) will be included, to reconstruct the primary vertices of the event along with tracker-
only based objects, such as jets and missing transverse momentum. The GTT can also be used
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processors as part of the detector backend. The reconstructed track parameters and track re-
construction quality flags are provided to the trigger system to achieve precise vertex recon-
struction and matching with calorimeter and muon objects. This key feature maximizes the
trigger efficiency while keeping the trigger rate within the allowed budget. A global track trig-
ger (GTT) will be included, to reconstruct the primary vertices of the event along with tracker-
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12.5 μs{
750 kHz
⬇
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L1T Algorithms: Particle Flow
• One of the key aspects of the P2 L1T system is the Correlator Trigger, implementing 

sophisticated algorithms allowing for higher level objects

• Similar algorithms have been used offline in Run 2


• Layer 1:

• Produces particle-flow (PF) candidates; constructed from the matching of 

calorimeter clusters and tracks

• Pileup Per Particle Identification (PUPPI) algorithm mitigating the degradation of the 

energy resolution due to PU

• Layer 2:


• Building and sorting final trigger objects

• Applying additional ID and Isolation


• PF+PUPPI: needed to sustain Run 2 Jets & MET thresholds
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L1T Algorithms: Particle Flow
• All the algorithms have to fit within the 

resources of FPGAs

• For the Layer 1 we have the fully 

working PF+PUPPI on VU9P-2 boards 
and plan to then go to VU13P-2

• Despite the complicated algorithms 

we still have room to expand with 
other algorithms


• On Layer 2 we have:

• 2 well performing algorithms for the 

Jet finding: SeedCone and Histogram

• NNTaus and e/γ ID: working to 

expand the scope of ID, isolation

8
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L1 Board Developments
VU9P DSP FF LUTs BRAM
Barrel 33% 36% 46% 38%
Endcap 24% 24% 30% 32%

• Full working PF+PUPPI  

- Barrel/Endcap use VU9P-2 

- Plan is to go to VU13P-2

• Complicated Algos 

• Still room on both

Barrel Latency:  1120ns 
Endcap Latency:  1030ns

Layer 1 Barrel Layer 2: Jets Layer 2: NNTau
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Phase 2 L1T: Objects
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Primary Vertex (PV)

STA Tracker Jets/ETmiss/HT

STA μ

TM μ

STA e/γ

STA Calo τh/Jets/HT

TM e TM tracker-iso e Tracker-iso γ
PF Candidates PUPPI Candidates

PUPPI τh/Jets/ETmiss/HT 

Menu: masses, Δη, ΔΦ, Δr, BDT/NN, …



CMS L1T P2 OverviewB. Radburn-Smith

Phase 2 L1T: Technology
• All boards aim to use the same FPGA: 

XILINX VU13P

• 100 optical links

• 28 GB/s


• Different board families perform 
different functions

• FW is different


• Latency: < 9.5μs (allowing for 20% 
buffer)


• All preproduction hardware has been 
delivered

• Extensive testing has been 

performed on many of the boards

10
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Highlight: NN Vertexing
• Using an End to End NN for Vertex finding


• End to End: track to vertex association is optimised

• Quantised and pruned in order to fit onto Field 

Programmable Gate Array (FPGA)

• Reduction in the tails of the residual

• Returns likelihood of track belonging to the vertex 

with a flexible threshold for downstream algorithms
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Highlight: NN ID of B-quarks
• Implement in the Correlator Layer 2 a NN to ID jets 

originating from b-quarks

• Runs on the PUPPI particles in each jet and 

discriminates between jets originating from b quarks, 
and those from light quarks or gluons


• Better performance compared to QuadJet+HT for 
m(HH) < 500 GeV
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Impact on Physics Reach
• With the upgraded L1T system we now have:

13

Extension of muon and 
electron acceptance

PV

PF objects

Tracker tracks
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Impact on Physics Reach
• With the upgraded L1T system can trigger on:
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Tracker tracks

Extension of muon and 
electron acceptance

PV

PF objects

Leptons at high η

Soft and correlated μ (μ-jets)

Displaced μ
Displaced Jets

VBF H

Rare B-meson decays
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Impact on Physics Reach: Example 1
• With the upgraded L1T system can trigger on:
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Tracker tracks

Extension of muon and 
electron acceptance

PV

PF objects

Leptons at high η

Soft and correlated μ (μ-jets)

Displaced μ
Displaced Jets

VBF H

Rare B-meson decays

• Bs0 → Φ(K+K-)Φ(K+K-)

• A rare FCNC process forbidden at the tree level 

in the SM

• Trigger on the fully hadronic final state with L1 

Tracks

• Reconstruct Φ candidates using pairs of 

oppositely charged tracks originating from the 
same vertex


• Then reconstruct Bs0 candidates from pairs of 
Φ candidates originating from the same vertex

4.3. New L1 Trigger algorithms to extend Phase-1 physics acceptance 221
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Figure 4.12: Left: invariant mass distribution of all track pairs with opposite charge, |dz| (track-
pair)  0.6 cm, dxy (track-pair)  0.5 cm, and track pT� 2 GeV, where each track is assumed
to be a kaon. Right: Invariant mass distribution of all the f-pairs with 0.2  DR (f-pair) 

1, DR (K+, K�)  0.12, |dz| (f-pair)  0.6 cm, and dxy (f-pair)  0.5 cm. For both the panels,
the distributions are normalized to unit area. The signal and background distributions with L1
tracks are shown as red solid lines and green histograms, respectively. The distributions with
offline tracks are shown as blue dashed lines. An average pileup scenario of 200 is used.

firmware resource usage required by extrapolating from the current GT, which performs two-
track invariant mass calculations. The two-track mass calculation implemented on a VU9P,
the target FPGA for the GTT boards, uses two DSPs and is capable of processing a new mass
calculation each clock cycle. The B0

s ! ff ! kkkk simulation shows that in more than 99.9%
of signal events, less than 135 positively charged tracks, and less than 135 negatively charged
tracks with 200 pileup events are expected. A total of 18,225 two-track invariant mass calcu-
lations would be needed to fully process each signal event. Assuming a time multiplex factor
of 6 as planned for the GTT architecture described in Sec. 5.4, and a clock speed of 320 MHz
is estimated. This could perform the 18,225 two-track invariant mass calculations in 763 DSPs
per FPGA, or in about 11% of the total number of DSPs in a VU9P FPGA. The resource usage
is thus considered to be within a reasonable range for the system proposed.

Based on the encouraging performance prospects for B0
S ! f(k+k�)f(k+k�), other channels

that feature light meson candidates are considered. In the flavor sector, B0
S ! J/y(µ+µ�)f(k+k�)

is a classic signature for CP-violation studies, which is currently triggered on at CMS only by
the di-muon signature. The addition of a f candidate and the four track invariant mass would
allow the muon momentum thresholds to be reduced and increase acceptance to these decays
at L1.

Light meson candidates also offer interesting opportunities to study rare Higgs decays. Decays,
such as H ! fg or H ! rg have been proposed as probes of light quark Yukawa couplings [73–
75], which are otherwise very difficult to measure directly. Without the L1 track finder, these
decays can only be triggered on in single photon events, where some acceptance is possible,
but the momentum thresholds are generally higher than desirable for Higgs boson decays. A
light meson trigger based on a di-track resonance could be combined with a photon to help
reduce the pT threshold on the photon and thus increase the acceptance to these probes of rare
Higgs boson decays and potential indirect new physics signatures.
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Impact on Physics Reach: Example 2

16

Tracker tracks

Extension of muon and 
electron acceptance

PV

PF objects

Leptons at high η

Soft and correlated μ (μ-jets)

Displaced μ
Displaced Jets

VBF H

Rare B-meson decays • VBF H→invisible, VBF H→bb̅

• Requires the L1 PF reconstruction

• DNN separately trained using both signals, 

with the minimum bias as background

• Models were pruned to remove connections 

with low weights

• The DNN outperforms the cut-based trigger 

algorithms

• Larger gains in the VBF H→bb̅ signal where 

MET could not be used

4.3. New L1 Trigger algorithms to extend Phase-1 physics acceptance 229

H ! bb signals. This is due to the observation that the DNN can distinguish between the two
signals, and therefore a training for an inclusive VBF trigger was not successfully accomplished
(although this is the study of ongoing research). The inputs to the DNN include the pT, h, and
f of the 3 leading jets; the total event HT; the di-jet pT, invariant mass, and DR of the jet pairs
built from these 3 leading jets. Additional input variables related to Emiss

T are also included
in the training, to enhance the sensitivity particularly to the H !invisible topology. These in-
clude the Emiss

T and Emiss
T f, as well as the Df between the di-jet system and the Emiss

T . In total,
24 input variables are used for the training. The network architecture consists of 3 fully con-
nected hidden layers with 72 nodes each, and an output layer with a single node representing
the final discriminant score. The activation functions were chosen as ReLU and sigmoid for the
hidden layers and output layer, respectively. In between the fully connected nodes, dropout
layers are inserted to prevent overtraining. A method known as Pruning is applied as a stage
in the training to remove connections with low weights in order to reduce the total number of
multiplications in the final DNN. After pruning roughly 4300 multiplications are required to
use the network to make each prediction. Details on the resource estimates for this network
can be found in Section 3.7.
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Figure 4.16: Signal efficiency in the full phase space and rate of different cut-based triggers
compared to dedicated DNN triggers trained for VBF H !invisible (left) and VBF H ! bb
(right).

The performance of the DNN trigger compared to the cut-based algorithms can be seen in
Fig. 4.16. The DNN is found to outperform any of the individual cut-based algorithms as
well as their logical OR. For the same rate as the logical OR of the inclusive Emiss

T and VBF
triggers, the efficiency to the VBF H !invisible signal in the full phase space is found to be
0.38 compared to 0.33. In addition, the DNN trigger was found to have an efficiency in the
phase space optimized for a single bin counting experiment of 0.86 compared to 0.81. It should
be noted, however, that a full analysis would not utilize just the single most sensitive bin, and
instead it could be redesigned to exploit the new phase space accepted by the DNN.

The gain in efficiency in the full phase space at the same rate is even greater for the VBF H ! bb
signal. In this case, the efficiency of the DNN trigger at the same rate as the logical OR of single-
jet, double-jet, HT, and inclusive VBF triggers was 0.49 compared to 0.36 for the logical OR of
the cut-based triggers. The efficiency of the DNN trigger at the same rate as the single-jet
trigger, which has the highest efficiency for any single cut-based trigger, was 0.38 compared to

• With the upgraded L1T system can trigger on:
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Summary
• HL-LHC is required to gain large statics for physics analyses; but comes at a price of high PU

• CMS will undergo many developments in order to capitalise on the HL-LHC


• Including entirely new detectors

• The Level 1 Trigger will be upgraded in order to not only cope with the harsh environments 

provided by the HL-LHC, but also increase acceptance

• Novel triggering solutions are being developed now for Phase 2


• Including developing Machine Learning techniques which have to fit onto the resources of 
the FPGAs


• Modern ML possible due to more powerful FPGAs and tools to synthesise ML in those 
FPGAs such as HLS: simple algorithms → complex offline-like algorithms


• The physics reach will be extended with the upgraded L1T system

• Benchmark channels have been studied to understand the potential improvement 

compared to Run 2 studies

17
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40 MHz Scouting
• We have used scouting in Run 2, and are expanding the 

capabilities in Phase 2

• For Phase 2 we are planning on utilising 40 MHz scouting

• Inputs from multiple sources

• Access to μGMT muons, e/γ, jets, taus, MET, BMTF muons, 

μGT algorithm bits
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Example of online only reconstruction 
dimuons probing from MeV to 100s of GeV

• Autoencoder for anomaly detection

• Can be used for monitoring, diagnostics, luminosity 

measurements

• And for physics: accessing processes without distinctive 

trigger signatures (and won’t fit in the L1T accept rate 
budget)


• μGMT muons scouting demonstrator ran at the end of Run 2

https://twiki.cern.ch/twiki/bin/view/CMSPublic/HLTDiMuon2017and2018
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Extension of muon and 
electron acceptance

Rare B-meson decays

Impact on Physics Reach: Example 3
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Tracker tracks
PV

PF objects

Leptons at high η

Soft and correlated μ (μ-jets)

Displaced μ
Displaced Jets

VBF H

• Differential tt ̅production cross section

• Constrains the PDFs; useful for all physics 

analyses at LHC

• Semileptonic decays use lepton triggers

• η coverage: 2.4 → 2.8 or 3.0

• Reducing the statistical uncertainties in 

the forward region where the sensitivity of 
the analysis is significant

214 Chapter 4. Level-1 Trigger Menu
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Figure 4.6: Demonstration of the reduction of statistical uncertainties in measurements of dif-
ferential top-quark pair production cross sections when extending the single lepton triggers to
higher pseudorapidity values.

The serch for t ! nµµµ is one of the flagship analyses of the HL-LHC program and considered
as a golden channel in which the sensitivity can be reached to probe lepton flavor violation.
The current best limit on the BR of t ! µµµ, 2.1 ⇥ 10�8 (90% CL), obtained by the Belle exper-
iment [71], has so far been out of reach for the LHC experiments. Many BSM theories predict a
BR as high as 10�9 [72], which makes this signal very attractive for the HL-LHC era.

Through proton-proton collisions, most of the t leptons are produced in decays of D and B-
mesons (75% and 17% respectively). Since the mass of these light mesons is close to that of the
t, the decaying muons appear forward and collimated in the detector. During LHC Phase-1,
the triggering strategy at Level-1 was based on the requirement of two standalone muons with
|h| < 1.6 and |D(hµ1 hµ2)| < 1.8, which were subsequently matched at HLT to tracks with pT >
3 GeV. After combining those objects with an additional track with a minimum pT of 1.2 GeV
also reconstructed at HLT, an invariant mass of three objects was computed and required to be
⇡ 170 MeV around the t lepton mass. Because of the thresholds at Level-1 and HLT, the offline
analysis was restricted to two muons of pT > 3 GeV and one muon of pT > 2 GeV, two of which
required to be in the central barrel region of |h| <1.6.

The Phase-2 L1 trigger upgrade provides solutions to the limitations of Phase-1 trigger by ex-
ploiting the information from muon detectors combined with the information from the tracker.
This allows for moving most of the trigger selection cuts from HLT to Level-1. The L1 tracks
have an excellent resolution in pT and position (h � f space) which can be successfully ex-
ploited to reconstruct the event kinematic with objects decaying to charged particles. The im-
proved pT resolution allows to lower the trigger thresholds while the improved position res-
olution allows for a higher muon identification purity and precise computation of correlated
quantities such as the invariant mass and the geometrical correlation between decaying objects
in azimuthal angle and rapidity. Correlation variables can then be used to discriminate against
the background displaying predominantly non-correlated object topologies. In this case, the re-
duction of the pT thresholds from 3 to 2 GeV and the enlargement of acceptance from |h| < 1.6
to |h| < 2.4 is possible by using the track-matched muons at Level-1. The extended coverage
of muon detectors (|h| < 2.8), where standalone muon stubs are used, provides a further in-
crease of acceptance to this signal, as described below. The two improvements combined are

• With the upgraded L1T system can trigger on:



CMS L1T P2 OverviewB. Radburn-Smith

Phase 1: L1 Muon Triggers
• 3 Track Finders which:


• Reconstruct muon track from hits or primitives

• Assign η, φ, pT and quality to each candidate


• BMTF: The Barrel Muon Track Finder

• Uses DT+RPC "super primitives" created in previous layer 

for track finding

• Using Kalman BMTF for Run 3


• OMTF: The Overlap Muon Track Finder

• Treats hits from CSCs, DTs, and RPCs on an equal footing 

using a Golden Pattern approach

• EMTF: The Endcap Muon Track Finder


• Exploits look-up tables generated from BDTs to create 
tracks from CSC, RPC and GEM hits


• μGMT: The Global Muon Trigger

• Receives up to 108 muon tracks from all track finders, sorts 

and removes duplicates
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Phase 1: L1 Calorimeter Triggers
• Layer-1


• Combines inputs from electromagnetic and 
hadronic calorimeters into “trigger towers”


• Applies position- and energy-dependent 
calibrations


• Layer-2

• Finds Jets, e/gamma and Tau candidates

• For each object, applies pileup subtraction, 

computes isolation, applies object-based 
calibrations


• Computes global quantities:  
transverse energy, missing energy, etc.


• Time-multiplexed architecture

• Array of processors that each receive the full 

event information for subset of events
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Figure 5: The time-multiplexed trigger architecture of the upgraded CMS calorimeter trigger.

and no complex scheduling mechanism is required. The benefits of time multiplexing include
removal of regional boundaries for the object reconstruction and full granularity when com-
puting energy sums. The multiplicity of processing nodes provides the flexibility to add nodes
as required by complex trigger algorithms. These algorithms are fully pipelined and start pro-
cessing as soon as the minimum amount of data is received.

The muon trigger system includes three muon track finders (MTF) which reconstruct muons in
the barrel (BMTF), overlap (OMTF), and endcap (EMTF) regions of the detector, and the global
muon trigger (µGMT, pronounced micro-GMT) for final muon selection. The µGT finally col-
lects muons and calorimeter objects and executes every algorithm in the menu in parallel for
the final trigger decision.

In the upgraded trigger, the BMTF, µGMT, µGT, and Layer-2 use the same type of processor
card. The OMTF and EMTF electronic boards similarly share a common design, whereas Layer-
1, TwinMux, and CPPF each use a different design. All processor cards, however, use a Xilinx
Virtex-7 Field Programmable Gate Array (FPGA). Thus many firmware and control software
components, e.g., data readout and link monitoring, can be reused by several systems, reducing
the workload for development and maintenance.

An advanced mezzanine card called the AMC13 [14] provides fast control signals from the
trigger control and distribution system to the trigger AMCs over the MicroTCA backplane. If
an event is selected, the trigger AMCs send their data over the backplane to the AMC13, which
also connects to the central CMS data acquisition system via 10 Gb/s optical links. More details
on the hardware can be found in Ref. [3].


