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ATLAS Trigger System
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๏ Too many data, too large data -> need to filter online 

๏ Filters based on theoretical bias: we might be loosing 
good events

The LHC Big Data Problem

 6

‣ L1 trigger: local, hardware based, on FPGA, @experiment site 

‣ HLT: local/global, software based, on CPU, @experiment site 

‣ Offline: global, software based, on CPU, @CERN T0 

‣ Analysis: user-specific applications running on the grid

High-Level  

Trigger
L1 

trig
ger

1 KHz  
1 MB/evt

40 MHz

100 KHz

The Large Hadron Collider has an average bunch crossing rate of 40 MHz 
Two-level trigger system to reduce the rate of accepted events for physics analyses 
The hardware-based Level-1 trigger (L1) uses input from the calorimeters and the muon 
spectrometer to identify interesting features and reduces the event rate to ~100 kHz 
The High-Level Trigger (HLT) reduces the event rate to ~1 kHz, by executing refined 
selection with offline-like algorithms within the interesting regions identified by L1 system

Image credit: M. Pierini

https://indico.cern.ch/event/745580/attachments/1702285/2786691/Maurizio_Pierini_Presentation.pdf
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ATLAS Level-1 Calorimeter Trigger
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THE PHASE-1 UPGRADE OF THE ATLAS
LEVEL-1 CALORIMETER TRIGGER

References:
[1] ATLAS Collaboration, Technical Design Report, ATLAS Liquid Argon Calorimeter Phase-I Upgrade, CERN-LHCC-2013-017 ; ATLAS-TDR-022
[2] ATLAS Collaboration, Technical Design Report for the Phase-I Upgrade of the ATLAS TDAQ System,  CERN-LHCC-2013-018, ATLAS-TDR-023
[3] https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L1CaloTriggerPublicResults
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Commissioning strategy, installation plans

• 5 ATCA shelves (jFEX,
eFEX/gFEX, Topo, LAr, L1Muon)

• VME Crate for TREX and TTC
(Timing and Trigger Control)

• DAQ
• Legacy DCS for TREX
• DCS machine from Central DCS

for ATCA

Commissioning in ATLAS
Once modules will be installed they will be integrated in ATLAS combined test runs with
other available detectors. First integration tests foreseen to start in fall 2020.
Final commissioning will be done with LHC collisions, use Run2 legacy system to
commission and qualify Run3 system. Later most of Run2 L1Calo will be decommissioned.

Installation in the ATLAS electronic cavern
Fibre installation in progress. Module installation scheduled for
the next months.

Run2 vs Run3:
Granularity 10 times higher of L1Calo LAr inputs 
• improvements of L1Calo algorithms;

• better isolation;

• better triggered object selection;

• improved pile-up corrections;

• significant  performance improvement.

eFEX

Z→ee MC 
Run2

eFEX improvements: energy resolution of EM clusters
(top, Ref[1]), turn-on curves for electrons (bottom, Ref[3])

L1Calo is a hardware-based pipe-lined system processing signals from the liquid-argon (LAr) and tile calorimeters and provides trigger
signals to the Central Trigger Processor (CTP). It identifies events containing calorimeter-based physics objects, including electrons,
photons, taus, jets, and missing transverse momentum.
In preparation for Run3, when the LHC is expected to run at higher energy and instantaneous luminosity, L1Calo and LAr are implementing a
significant upgrade programme, in order to better perform in a challenging high-luminosity and high-pileup environment. The existing
hardware will be replaced by a new system of feature extractor (FEX) modules, which will process finer LAr granularity information and
execute more sophisticated algorithms to identify physics objects.

The ATLAS Level-1 calorimeter trigger (L1Calo) in Run3

Performance studies

LHC
40 MHz

Level-1 Hardware

2.5 μs
100kHz

Real time path transmission tests

Individual module tests
Different modules made and tested by (~15) different institutes, then shipped to CERN
for integration tests.

Commissioning at the TDAQ Surface Test Facility (STF)
Goal: fully-synchronized data transmission on all real-time and readout paths.
In use for tests since Feb'19. Vertical slice tests held ~monthly Nov’19–Feb’20.

Feature Extractors (FEX)
• ATCA modules with FPGAs
• Large optical input bandwidth
• Large processing capacity
eFEX: isolated e/J & W candidates.
jFEX: jets (& large W), 6ET, Et

miss.
gFEX: large radius jets, ET

miss, entire
calorimeter data available in a single module.

A 70 GeV e- as seen by Run2 and upgraded Run3 L1Calo. Ref[1]

Run2 Run3

Run2

gFEX 

gFEX improvement of turn-on curves for
multiple L1Calo jets. Ref[4]

TopoFOX & FOX 
Fibre mapping.

TREX: Pre-Processor rear extension
module. Provides the Tile digitised results to
the FEXes (optically) and maintains the
legacy trigger path (electrically) to CP and
JEP processors.

ROD: ReadOut Driver, collects & buffers
data across shelves and transmits them to
DAQ system.

HUB: Control, clock in e/jFEX and L1Topo
ATCA shelves.

L1Topo: inputs from L1Calo and L1Muon.
Topological algorithms computation
applying kinematic and angular
requirements on EM clusters, jets, μ, 6ET.
Based on jFEX hardware:
• 3 ATCA modules with 2 FPGAs (Xilinx

Ultrascale+) each.
• x3 processing power of current Topo.

jFEX improvement of turn-on curves for jets
with nearby jets. Ref[3]

jFEX

HH→bb(bb)

Run2

Run3 vs Run2 expected EM trigger rate
reduction. Ref[2]

Run2

Run3

TREX-FOX long fibres 
installation

Real time path fibre drawing

TREX

ROD

FOX

TOPO

CERN Surface Test Facility

jFEXeFEX

gFEX

Topo

ROD

HUB

FOX

TREX

Run3Run2

Inputs from Liquid Argon (LAr) and Tile calorimeters 

ATLAS Phase-I Upgrade includes significant upgrades 

for Run 3 trigger system 

Increased granularity of the LAr calorimeter inputs (see 

talk ATLAS LAr Calorimeter Commissioning for LHC Run-3 ) 

New Feature EXtractor (FEX) modules use custom-made 

electronics to identify events containing calorimeter-

based physics objects: e/γ, τ, jets, and ΜΕΤ 

More sophisticated algorithms thanks to advanced and 

modern electronics (high-power FPGAs)  

Better performance of trigger in high-luminosity and 

high pileup* environment in Run 3

*Pileup: the average number of particle interactions per bunch-crossing

https://agenda.infn.it/event/28874/contributions/170194/
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gFEX (global Feature EXtractor)
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2.5 Preliminary Simulation  ATLAS
 = 1.75 TeVZ’m event, tt → Z’

 = 186.5 GeVWbm = 77.3 GeV, Wm

 = 1.0R tkAnti-
Calorimeter clusters

 = 0.2RSubjets, C/A 
 bosonW

 jetb
Top radiation
ISR

Run 2 L1 jet trigger

Run 3 L1 large-R jet trigger

ATLAS-CONF-2014-003

Full calorimeter available in a single ATCA module 

(Advanced Telecommunications Computing Architecture) 

Algorithms can scan the entire η-φ range 

Event-by-event local pileup suppression and calculation 

of global observables (MET, SumET) 

Optimized trigger capabilities and flexibility for selecting 

events containing large-radius jets, typical of Lorentz-

boosted objects 

Identify patterns of energy associated with the hadronic 

decays of high momentum Higgs, W, & Z bosons, top 

quarks, and exotic particles in real-time at the 40 MHz 

LHC bunch crossing rate 
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Figure 2: Event-level Level-1 trigger e�ciency turn-on curves as a function of the o✏ine trimmed jet
pT for (left) tt̄ events and (right) WH ! `⌫bb̄ events. Both processes are simulated with a pile-up level
equivalent to an average number of interactions per bunch-crossing, or hµi, of 80. The e�ciency curves
are shown as a function of the o✏ine trimmed anti-kt R = 1.0 jet pT , where the o✏ine trimmed jet is
required to have a mass between 100 < m

jet < 220 GeV (left, top) or 100 < m
jet < 150 GeV (right,

Higgs). The trimming parameters specify that any subjets with a pT fraction of the original jet less
than 5% are to be discarded. The subjets are defined using the kt clustering algorithm with a nominal
radius parameter of D = 0.3. In each case, three trigger selections are shown: (blue open circles) full
simulation of the existing Run I Level-1 calorimeter jet trigger with a 100 GeV threshold, (black open
squares) full simulation of a sum jet transverse energy (ET ) trigger, or HT trigger, with a 200 GeV
threshold, formed using Run 1 Level-1 calorimeter jets, (red closed circles) and a Phase I gFEX-based
reconstruction algorithm with a 140 GeV threshold [1]. The gFEX reconstruction implements a simple
seeded cone algorithm with a nominal radius of R = 1.0 and with a seed selection of 15 GeV applied to
calorimeter towers with area 0.2 ⇥ 0.2 in ⌘ ⇥ �. The 140 GeV gFEX trigger threshold is chosen to match
the L1 J100 single subjet turn-on curve.
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Figure 1: Per-jet e�ciency turn-on curves in Monte Carlo (MC) simulation for multiple Phase I upgrade
Level-1 jet trigger options. A global feature extraction (gFEX) reconstruction algorithm (closed red
markers, left) from the TDAQ Phase I Upgrade Technical Design Report (TDR) [1] with a 140 GeV
threshold is compared to full simulation of the Run I Level-1 calorimeter jet trigger (open blue markers,
left and right) with a 100 GeV threshold. The gFEX reconstruction implements a simple seeded cone
algorithm with a nominal radius of R = 1.0 and with a seed selection of 15 GeV applied to calorimeter
towers with area 0.2⇥ 0.2 in ⌘⇥�. The 140 GeV gFEX trigger threshold is chosen to match the L1 J100
single subjet turn-on curve. Pair-produced top quark MC simulation samples are simulated with a pile-
up level equivalent to an average number of interactions per bunch-crossing, or hµi, of 80. For each
algorithm, the e�ciency curves are shown as a function of the o✏ine trimmed anti-kt R = 1.0 jet pT

with di↵erent o✏ine subjet multiplicities. The trimming parameters specify that any subjets with a pT

fraction of the original jet less than 5% are to be discarded. The subjets are defined using the kt clustering
algorithm with a nominal radius parameter of D = 0.3. For subjet counting, the subjets are required to
have a subjet pT > 20 GeV. The o✏ine trimmed jets are required to be isolated from any other o✏ine
jet by at least a radial distance of �R > 2.0 radians and to be within the pseudorapidity range |⌘| < 2.5.
The turn-on curves measure per-jet e�ciencies after requiring a that the the Level-1 gFEX jet be within
�R < 1.0 of the o✏ine trimmed jet.

1

boosted top

Simulation Studies

H    bb  -

Simulations performed for 14 TeV, and for a <!> = 80. 

Larger trigger acceptance

4

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2014-003/
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gFEX Electronics
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Three processor FPGAs 
(pFPGA) process data via 
low-latency links and on-
board MiniPOD receivers 
Zynq provides 
configuration and 
monitoring for gFEX, 
combining an FPGA and a 
CPU into a Multi Processor 
System-on-Chip (MPSoC) 
The MPSoC configures the 
pFPGAs, implements a 
Linux operating system, 
and the on-board Detector 
Control System (DCS)

Vertex Ultrascale+

Zynq UltraScale+
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gFEX Architecture
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Zynq MPSoC
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FPGA-A: -2.5 < η < 0 
FPGA-B:     0 < η < 2.5 
FPGA-C: 2.5 < |η| < 4.9

Connectivity: 100 input fibers (from calorimeter) and 24 output fibers (to L1Topo) per pFPGA 
Each pFPGA executes feature identification algorithms covering different regions of η 
The pFPGAs communicate with each other via low-latency links 
MPSoC receives data from pFPGAs and computes global quantities

*FELIX: the new ATLAS readout 
system (see ICHEP talk)

https://agenda.infn.it/event/28874/contributions/169053/
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gFEX Firmware
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Current Firmware 
June 2022

L1TOPO

FELIX

4/24

gFEX

TTC (Clock, 
BCR)

TTC (ALTI)

TTC

TTC

Fiber Input Mux

Large R 
JetsEvent 

Builder

MET TOB

Jet TOB

gCaloTowers

ZYNQ FPGA
A/B/C

T
X

T
X

R
X

gTowers
gBlocks

12/24

TREX
&

LATOME 

gTower
Builder

2x48

gTowers

Jets 
without 

jets

T
X

FIFOs

8/24

Jet TOB

Sum A/B/C 
MET TOBs

gFEX team has deployed a complete set of firmware for algorithm processing, real-time path, 
infrastructure, and readout functionality that has been tested and used in various forms and contexts

Integrated firmware meets 

resource usage constraints 

without timing violations 

Robust and flexible 

Continuous Integration (CI) 

system has been developed 

Inter-FPGA communication 

timing optimization

*FELIX: the new ATLAS readout system (see ICHEP talk)

*

https://agenda.infn.it/event/28874/contributions/169053/
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Jet Finder Algorithm
gTowers: the digital units of gFEX with typical size ΔηxΔφ=0.2x0.2, constructed in the gTower 
Builder with inputs from LAr (ΔηxΔφ= 0.025x0.1) and Tile calorimeter (ΔηxΔφ= 0.1x0.1) 

The Jet Finder algorithm is responsible to identify jet objects: 

gBlocks: 3x3 gTowers, corresponding to small-radius jets 

gJets: 69 gTowers, large-radius jets built with a seeded cone algorithm 

Pile-up correction is performed by subtracting the energy density ρ from the gJet energy 

For each central pFPGA (A and B), the algorithm outputs the following Trigger Objects (TOBs) 
and sends them to the L1Topo system: energy density ρ, 4 gBlocks and 2 gJets with highest ET

0 1 2 3 4-1-2-3-4-5

0

-1

-2

-3
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2
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η

φ pFPGA #BpFPGA #A pFPGA #CpFPGA #C
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0
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φ pFPGA #ApFPGA #B pFPGA #CpFPGA #C

gTowers

gBlocks

gJets
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Jets without Jets Algorithm
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Original proposal for Jets without Jets JHEP04(2014)013 

Default algorithm for missing energy (MET) calculation 

Receives gTowers and gBlocks from jet algorithm 

Separates gTowers into two terms, based on gBlock threshold 

Hard term (MHT) includes gTowers with gBlock ET >25 GeV,  

Soft term (MST) includes the remaining gTowers 

MET is a linear combination:  

a, b, c parameters for each pFPGA (configurable in firmware) 

MET terms calculated in each pFPGA and summed up as: 

 

The algorithm outputs the scalar MET/SumET , MET/MHT/MST x,y 

components as Global TOBs

METx,y = ax,y MHTx,y + bx,y MSTx,y + cx,y

MET = MET2
x + MET2

y

https://arxiv.org/pdf/1310.7584.pdf
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gFEX Installation and Commissioning
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• 1 gFEX installed in ATLAS in 
the electronics room beside 
the LHC cavern (Point 1) 

• 1 gFEX installed in the Surface 
Test Facilities (STF) at CERN 

• 1 gFEX (spare) resides at BNL

gFEX firmware tests are underway in the STF: testing input mapping, 
firmware algorithms and interfaces, latency, timing closure etc. 

Integration tests at Point 1: readout tests, input link mapping tests 

gFEX is well-integrated in the online Trigger Data Acquisition (TDAQ) 

Data recorded during commissioning runs for splashes and collisions 
at 900 GeV and 13.6 TeV, and first data of Run 3 recorded! 
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gFEX Simulation
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Offline simulation: bitwise accurate simulation of the new L1Calo trigger system, including gFEX, and related 
algorithms, used for commissioning, monitoring, validation, as well as simulation and reconstruction 
Online simulation: used for configuring, controlling, testing, and monitoring the hardware 

C-simulation: standalone bitwise simulation of the gFEX firmware, used for testing firmware implementation

3Alison A Elliot  (QMUL)                                                                                                L1Calo Joint Meeting                                                                     11 March 2021

L1Calo upgrade hardware
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gFEX Simulation

133Alison A Elliot  (QMUL)                                                                                                L1Calo Joint Meeting                                                                     11 March 2021

L1Calo upgrade hardware

Inputs 
Mapping

Firmware 
Algorithms Output

L1 Legacy Simulation

Offline simulation: bitwise accurate simulation of the new L1Calo trigger system, including gFEX, and related 
algorithms, used for commissioning, monitoring, validation, as well as simulation and reconstruction 
Online simulation: used for configuring, controlling, testing, and monitoring the hardware 

C-simulation: standalone bitwise simulation of the gFEX firmware, used for testing firmware implementation
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gFEX DCS and Athena Monitoring
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The MPSoC contains the control and 
status registers related to the operation 
of the gFEX, that can be read for 
monitoring purposes 

Data are transmitted to the gFEX 
Detector Control System (DCS) 

Athena monitoring: run by the ATLAS 
partition for selection of events to test 
if the hardware is working properly 

The Athena monitoring is used to fill 
histograms of e.g. occupancy rate and 
also to compare with the digital 
simulation

*Athena: the ATLAS offline software

https://gitlab.cern.ch/atlas/athena
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Summary & Conclusions
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• gFEX is part of the Run 3 Phase-1 upgrade of the ATLAS 
Trigger System 

• gFEX is installed, and great progress towards integration 
into Level-1 Calorimeter trigger and ATLAS has been made 

• Converging on a stable and robust firmware  

• Inputs mapping is fully validated 

• Connectivity, readout, and timing tests are underway 

• gFEX DCS monitoring is up and running  

• Simulations are in place and used for testing and monitoring 
the system 

• The acceptance for large-radius jets will be greatly 
enhanced by the inclusion of the gFEX in the L1Calo system  

• gFEX will significantly contribute to a robust and efficient 
trigger system for physics in Run 3

gFEX
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Thank you!
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Additional Material
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THE PHASE-1 UPGRADE OF THE ATLAS
LEVEL-1 CALORIMETER TRIGGER
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Commissioning strategy, installation plans

• 5 ATCA shelves (jFEX,
eFEX/gFEX, Topo, LAr, L1Muon)

• VME Crate for TREX and TTC
(Timing and Trigger Control)

• DAQ
• Legacy DCS for TREX
• DCS machine from Central DCS

for ATCA

Commissioning in ATLAS
Once modules will be installed they will be integrated in ATLAS combined test runs with
other available detectors. First integration tests foreseen to start in fall 2020.
Final commissioning will be done with LHC collisions, use Run2 legacy system to
commission and qualify Run3 system. Later most of Run2 L1Calo will be decommissioned.

Installation in the ATLAS electronic cavern
Fibre installation in progress. Module installation scheduled for
the next months.

Run2 vs Run3:
Granularity 10 times higher of L1Calo LAr inputs 
• improvements of L1Calo algorithms;

• better isolation;

• better triggered object selection;

• improved pile-up corrections;

• significant  performance improvement.

eFEX

Z→ee MC 
Run2

eFEX improvements: energy resolution of EM clusters
(top, Ref[1]), turn-on curves for electrons (bottom, Ref[3])

L1Calo is a hardware-based pipe-lined system processing signals from the liquid-argon (LAr) and tile calorimeters and provides trigger
signals to the Central Trigger Processor (CTP). It identifies events containing calorimeter-based physics objects, including electrons,
photons, taus, jets, and missing transverse momentum.
In preparation for Run3, when the LHC is expected to run at higher energy and instantaneous luminosity, L1Calo and LAr are implementing a
significant upgrade programme, in order to better perform in a challenging high-luminosity and high-pileup environment. The existing
hardware will be replaced by a new system of feature extractor (FEX) modules, which will process finer LAr granularity information and
execute more sophisticated algorithms to identify physics objects.

The ATLAS Level-1 calorimeter trigger (L1Calo) in Run3

Performance studies

LHC
40 MHz

Level-1 Hardware

2.5 μs
100kHz

Real time path transmission tests

Individual module tests
Different modules made and tested by (~15) different institutes, then shipped to CERN
for integration tests.

Commissioning at the TDAQ Surface Test Facility (STF)
Goal: fully-synchronized data transmission on all real-time and readout paths.
In use for tests since Feb'19. Vertical slice tests held ~monthly Nov’19–Feb’20.

Feature Extractors (FEX)
• ATCA modules with FPGAs
• Large optical input bandwidth
• Large processing capacity
eFEX: isolated e/J & W candidates.
jFEX: jets (& large W), 6ET, Et

miss.
gFEX: large radius jets, ET

miss, entire
calorimeter data available in a single module.

A 70 GeV e- as seen by Run2 and upgraded Run3 L1Calo. Ref[1]

Run2 Run3

Run2

gFEX 

gFEX improvement of turn-on curves for
multiple L1Calo jets. Ref[4]

TopoFOX & FOX 
Fibre mapping.

TREX: Pre-Processor rear extension
module. Provides the Tile digitised results to
the FEXes (optically) and maintains the
legacy trigger path (electrically) to CP and
JEP processors.

ROD: ReadOut Driver, collects & buffers
data across shelves and transmits them to
DAQ system.

HUB: Control, clock in e/jFEX and L1Topo
ATCA shelves.

L1Topo: inputs from L1Calo and L1Muon.
Topological algorithms computation
applying kinematic and angular
requirements on EM clusters, jets, μ, 6ET.
Based on jFEX hardware:
• 3 ATCA modules with 2 FPGAs (Xilinx

Ultrascale+) each.
• x3 processing power of current Topo.

jFEX improvement of turn-on curves for jets
with nearby jets. Ref[3]

jFEX

HH→bb(bb)

Run2

Run3 vs Run2 expected EM trigger rate
reduction. Ref[2]

Run2

Run3

TREX-FOX long fibres 
installation

Real time path fibre drawing

TREX

ROD

FOX

TOPO

CERN Surface Test Facility

jFEXeFEX

gFEX

Topo

ROD

HUB

FOX

TREX

Run3Run2

Hardware-based system: identifies events 

containing calorimeter-based physics 

objects, including electrons, photons, tau 

leptons, jets, and missing energy 

Trigger Objects (TOBs) identified and sent 

to L1 Topological trigger (L1Topo) for 

additional selection 

Objects multiplicities sent to L1 Central 

Trigger (L1CTP) for final L1Accept decision
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The ATLAS Coordinate System

19



Cecilia Tosciri | July 9th 2022 20

Super Cell

φ

η

Presampler

Front

Middle

Back

• Name  
• Source ID 
• Quadrant 
• Side 
• Layer 
•η,φ range

LATOMEs FOX

• Name (e.g.: 
MTP48-RX-A-L)  

• ID (1-6) 
• Pin ID (1-48)

gFEX Input Connectors

MTP48 
RX-A-L

MTP48 
RX-A-R

MTP48 
RX-B-L

MTP48 
RX-B-R

MTP48 
RX-C-L

MTP48 
RX-C-R

…

pFPGA-A pFPGA-B

pFPGA-CZynq 
MPSoC

pFPGA

• Name (U90 - U120)  
• Channel (0-11)

MiniPODs

gFEX MGT
• MGTquad 
• MGTchannel 

(RX0, RX1, 
RX2, RX3) gFEX

48 47 46 45 44 43 42 41 40 39 38 37

36 35 34 33 32 31 30 29 28 27 26 25

24 23 22 21 20 19 18 17 16 15 14 13

12 11 10 9 8 7 6 5 4 3 2 1

1 2 3 4 5 6 7 8 9 10 11 12

13 14 15 16 17 18 19 20 21 22 23 24

25 26 27 28 29 30 31 32 33 34 35 36

37 38 39 40 41 42 43 44 45 46 47 48

1 2 3 4 5 6 7 8 9 10 11 12
13 14 15 16 17 18 19 20 21 22 23 24
25 26 27 28 29 30 31 32 33 34 35 36
37 38 39 40 41 42 43 44 45 46 47 48

MTP Connectors
key-up key-down

MTP48 
TX-BA

MTP48 
TX-ZC

MTP48 
TX-RX-Z

gFEX Output 
Connectors
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An Example: Building One gTower

Let’s specify all of the supercells and trigger towers summed to form the
gTower in quadrant 1, covering ⌘ ∈ [0.6,0.8] and � ∈ [0.393,0.589]:

Greg Myers To Build a gTower... 8 / 16

gTowers

21

Each FEX receives data from LATOME (SuperCells from 
LAr calorimeter) and TREX (input from Tile calorimeter) 
Super Cells (SC) retrieved from CaloCellContainer 
Variable granularity, up to ΔηxΔφ= 0.025x0.1, depending 
on the sub-detectors origin 
Tile Towers (TT) retrieved from TriggerTowerContainer, 
cover the pseudo-rapidity range |η| < 1.6 and the full 
azimuthal range (φ), more regular binning

 

eFEX FDR  9 

 241 
Figure 3. A block diagram of the eFEX module.  242 

4.1 Real-Time Data Path 243 

The real-time data path of ATLAS Level-1 trigger is a long synchronous pipeline processing 244 

chain from the ATLAS detector front end all the way to the CTP, leading to the L1A 245 

decision. The eFEX real-time data path, shown in red lines in Figure 3, is part of that long 246 

chain. Every processing stage is synchronized to LHC clock and has deterministic latency. 247 

4.1.1 Calorimeter trigger input 248 

 249 
Figure 4. The granularity of the ECAL data sent to the eFEX for one trigger tower 250 

of 0.1×0.1. 251 

In Run 3, the eFEX subsystem receives ECAL data from the LATOME, and HCAL data 252 

from the TREX, within the range |η| ≤ 2.5.  253 

For the ECAL data, a trigger tower (0.1 × 0.1) consists of 10 supercells, arranged laterally 254 

and in depth as shown in Figure 4. In Layer 0 (presampler) and Layer 3 (back layer), the 255 

super cell granularity is 0.1 × 0.1; in Layer 1 (strip layer) and Layer 2 (middle layer), the 256 

super cell granularity is 0.025 × 0.1. In the transitional area of ECAL between barrel and 257 

endcap, the LATOME handles the irregularity and still presents this uniform trigger tower 258 

data to the eFEX. 259 

A gTower is a combination of SC and TT 
gTowers (typical size 0.2x0.2 in ΔηxΔφ in 
barrel, 0.4x0.4 in forward)

Δη=0.1

Δφ=0.1
Tile

Layer 0

Layer 1

Layer 2

Layer 3

Image credit: Greg Myers

Image credit: Greg Myers
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gFEX MET Alternative Algorithms

22

Noise cut (Run-2 Style) 

Existing in the FW but not merged into 

main development branch 

Evaluate noise  according to the RMS 

of the ET  distribution for each gTower 

Apply cut   

Compute MET by evaluating the x,y 

components, using non-zero towers: 

σ

ET,gTower > 4σ

METx = ∑
t

Et
T × cos ϕt, METy = ∑

t

Et
T × sin ϕt

Rho+RMS 
Ongoing development 

Pileup subtraction using 

  (  GeV) 

 estimated with the RMS of gTower 

energy (dynamic computation) 

 noise cut applied to each gTower 

Compute MET: 

ρ =
∑i∈gTowers ET,i

∑i∈gTowers ni
ET,i < 10

σ

3σ

METx = ∑
t

Et
T × cos ϕt, METy = ∑

t

Et
T × sin ϕt


