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SIGNAL RATES 1
Triggering on MHz signals
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s = 14 TeVL = 2× 1034 cm−2s−1 (ATLAS/CMS)

L = 2× 1033 cm−2s−1 (LHCb)
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� bb̄, cc̄ look a lot like the
underlying events from
proton-proton collisions

� LHCb has to distinguish between
signal and signal-like BG

� Can’t effectively trigger on heavy
flavor using hardware signatures

� Trigger for many hadronic
channels saturated already at
Run 1–2 luminosity

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .J.Phys.: Conf. Ser. 878 012012

https://iopscience.iop.org/article/10.1088/1742-6596/878/1/012012


LHCB DATA FLOW 2
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Figure 1: LHCb upgrade dataflow focusing on the real-time aspects.

FULL 
DETECTOR 
READOUT

  

REAL-TIME 
ALIGNMENT & 
CALIBRATION

LHC BUNCH 
CROSSING (40 MHz)

BUFFER

OFFLINE 
PROCESSING

ANALYSIS 
PRODUCTIONS & 
USER ANALYSIS

68% 
TURBO

26% 
FULL

6% 
CALIB5 TB/s 

30 MHz non-empty pp

70-200 
GB/s

5  
TB/s

0.5-1.5 
MHz

10 
GB/s

EVENTS

EVENTS(GPU HLT1)

PARTIAL DETECTOR 
RECONSTRUCTION 

& SELECTIONS
(CPU HLT2)

FULL DETECTOR 
RECONSTRUCTION 

& SELECTIONS
5.9 

GB/s

1.6 
GB/s

2.5 
GB/s

All numbers related to the dataflow are 
taken from the LHCb 

Upgrade Trigger and Online TDR  

Upgrade Computing Model TDR
EVENTS

Figure 2: LHCb upgrade dataflow focusing on the real-time aspects, in widescreen view.

3

� Solution: Fully software trigger; online reconstruction at 40MHz
� Offline-quality reconstruction in “real-time”
� Most events use selective persistence (Turbo)
� Allows to use more sophisticated selection; less BG to reduce
bandwidth

� Increase of hadronic trigger efficiency by 2–4 wrt. Run 2

. . . . . . . . . . . . . . . . . . .Christina’s talk . . . . . . . . . . . . .Miro’s talk

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .LHCB-FIGURE-2020-016

“Allen”

https://agenda.infn.it/event/28874/contributions/169049/
https://agenda.infn.it/event/28874/contributions/169039/
https://cds.cern.ch/record/2730181?ln=en
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3

� Solution: Fully software trigger; online reconstruction at 40MHz
� Offline-quality reconstruction in “real-time”
� Most events use selective persistence (Turbo)
� Allows to use more sophisticated selection; less BG to reduce
bandwidth

� Increase of hadronic trigger efficiency by 2–4 wrt. Run 2
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HARDWARE UPGRADE 3

� Pixel vertex detector (55× 55µm pixels)
� Fine-granularity scintillating fibre (SciFi) and silicon-strip tracker (UT)
(250 µm fibre diameter; 190/95 µm strip pitch)

� MaPMT-based high-resolution hadron particle identification
(0.45–0.78mrad Cherenkov angle resolution)



UPGRADE OVERVIEW AND PLANS 4

� Major upgrade of LHCb
� Upgraded, kept:

Channels Electronics DAQ

� Run 2 collected 6 fb−1

� Plan to record 15 fb−1 in Run 3; 50 fb−1 in Run 3+4
� Luminosity increased by a factor 5 to 2× 1033 cm−2 s−1

� Will have to deal with pile-up (increase from 1.1 to 5–6)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .CERN-LHCC-2012-007

https://cds.cern.ch/record/1443882?ln=en


LHCB REAL-TIME TRACKING 5
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. . . . . . . . . . . . . . . . . . . . . . . . . . .LHCB-PUB-2021-005

https://cds.cern.ch/record/2752971


LHCB REAL-TIME TRACKING 6
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� VELO pattern recognition
finds straight VELO tracks

� ∼ 99% efficiency

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .LHCB-FIGURE-2020-014

https://cds.cern.ch/record/2722327


LHCB REAL-TIME TRACKING 7
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� HLT1 Upstream tracks

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .LHCB-FIGURE-2020-014

https://cds.cern.ch/record/2722327


LHCB REAL-TIME TRACKING 8
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� HLT2 Forward tracking
� Utilize fringe field in the UT for momentum measurement

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .LHCB-FIGURE-2022-005

https://cds.cern.ch/record/2810226


LHCB REAL-TIME TRACKING 9
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� SciFi Seeds from B-decays are
found with 95% efficiency (for
pT > 1GeV/c non-e± tracks)
in HLT1
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https://cds.cern.ch/record/2811214


COMBINED LHCB REAL-TIME TRACKING 10
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� Ghost (fake) track: less than 70% of hits from the same track

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .LHCB-FIGURE-2021-003

https://cds.cern.ch/record/2773174


HLT2 TRACK RECONSTRUCTION SEQUENCE 11

. . . . . . . . . . . . . . . . . . .VELO Tracking . . . . . . . . . . . . . . . . .SciFi Seeding

VELO Tracks SciFi Tracks

Residual VELO Tracks Matching

Forward Tracking Long Tracks

� Two algorithms to find Long
tracks
� Neural network matching VELO to
SciFi tracks

� Forward Tracking on
non-matched VELO tracks

� Avoid redundancy

https://arxiv.org/abs/1912.09901
https://arxiv.org/abs/2007.02591


TRACKING WITHOUT UT 12

� UT won’t be installed until the end of the year
� We need tracking algorithms that work without momentum & charge
information

� Extrapolate VELO track as a straight line, make two windows —
assuming positive/negative charge

� Assume p > 5GeV, pT > 1GeV (low-p tracks get bent out of the
SciFi acceptance anyway)

Forward tracking with no UT
• Reconstructing tracks without info from UT
• No momentum and particle charge information
• Double sided search window strategy for high momentum tracks (p > 5 GeV and pt > 

1 GeV)

02/06/22 17Alessandro Scarabotto (LPNHE) – LHCb’s GPU tracking

Magnet
Velo

+

-
1cm

z

x



RECONSTRUCTION EFFICIENCY WITHOUT UT 13

� HLT1 tracking tuned to keep the event throughput comparable to the
baseline design

� Simulation shows the same efficiency for tracks from B decays is
achieved, though with significant increase in ghost rate

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .LHCB-FIGURE-2022-007

https://cds.cern.ch/record/2810803


PID CALIBRATION 14

� PID combines information from RICH, calorimeters & muon system
� PID requirements used extensively in the trigger
� Simulation of PID difficult; data-driven techniques
� Self-tagging channels, e.g.:

D∗+ D0 π+

K− π+

D∗− D0 π−

K+ π−

� Charge of the tagging pion used to determine particle type of the
positive/negative track



PID CALIBRATION PROCEDURE 15

� Select events without PID (special trigger as most trigger lines use
PID; proxy for the signal)

� Use sPlot technique to obtain ‘pure’ samples
� Apply chosen PID cuts (tuned for the particular analysis — leave cuts
loose if you want more yield in a low BG study, or tighten cuts to kill a
nasty BG)

� Bin calibration events in pT, η, ntracks (PID response is non-uniform in
these vars)

� Assign PID-cut efficiency to each track using a look-up in the
calibration histogram (after cut/before cut)
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https://doi.org/10.1140/epjc/s10052-013-2431-9


NEW PID CALIBRATION APPROACH 16

� Run2: global sPlot fit
� However, mass resolution depends on kinematics slightly
� Run3: new approach — conduct sPlot fits in kinematic bins to
improve precision

� New Python-based fitting framework built on JAX
� Automatic pipeline that tuples the output of calibration HLT2 lines,
runs the sPlot fits, saves the results

� New analyst tools that automatically process and assign PID
efficiency to analyst samples using chosen cuts
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LHCB ALMOST READY 17
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SUMMARY 18

� LHCb has undergone a major hardware upgrade
� A new fully software trigger has been implemented
� We expect excellent performance across the board, even with the
five-fold increase in luminosity

� LHCb is almost ready to start collecting physics data with the brand
new detector; stay tuned!
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