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ATLAS trigger and data acquisition system (DAQ)
• the Large Hadron Collider collides protons at a 40 MHz rate 
• the maximum event rate for physics to permanent storage is 3 kHz 
• two-level trigger to select events

Level-1 (L1) 
trigger

Accept signal 
max latency 2.5 µs 
max rate 100 kHz

event rate 40 
MHz

Data acquisition 
(DAQ) system

High-Level Trigger 
(HLT)

100 kHz

Permanent 
Storage

3 kHz



FELIX readout system | Carlo A. Gottardo | ICHEP 2022 |   2022-07-09 3

Run 2 DAQ architecture

ROS readout card (RobinNP) 
[arXiv 1710.05607]

ROD for muon drift tubes 
P. Jansweijer, NIKHEF

Run 2 architecture remains in place for most sub-detectors

ATLAS detector front-end electronics

High Level Trigger

Read-out driver (ROD)

Read-out system (ROS)

•sub-detector specific ROD boards running 
data processing 

•ROS: set of custom readout cards hosted by 
commodity computers  

•data buffering during HLT event processing

Custom optical links

Custom optical links

    × 4 10 Gbps Ethernet
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Run 3 DAQ architecture
New FELIX-based DAQ architecture 

ATLAS detector front-end electronics

High Level Trigger

Read-out driver (ROD)

Read-out system SW ROD

25/100 Gbps 

ethernet

40 Gbps 

ethernet

•PCIe cards hosted by commodity computers 
•only custom component in new architecture 
•data routing, no processing

FELIX

SW ROD
•software in charge of data processing and 
aggregation, monitoring 

•hosted by commodity computers
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The FLX-712 FELIX card
•8 MiniPODs to support up to 48 bidirectional optical links (4 MiniPODs/24 links in most common version)  

•FPGA Xilinx Kintex UltraScale XCKU115, 16-lane PCIe Gen3  
•interface to Timing, Trigger and Control (TTC) systems 
•flash memory to store firmware

•Around 300 boards produced, distributed in ATLAS, ProtoDUNE-SP, NA62, LUXE and others

TTC

busy

48 duplex 
optical links

PCIe interface

FPGA
flash memory MiniPOD transceivers
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Firmware
Two main flavours: 

•FULL: 24 links per card, 9.6 Gb/s each in the to-host direction 
•GBT: to interface to GBTX 

-GBTX is a radiation-hard ASIC developed at CERN [1] 
-used as on-detector data stream aggregator 
-GBT firmware supports 24 4.8 Gb/s bi-directional GBT links 
-Each GBT link carries multiple data streams (e-links) of configurable bandwidth

Mode Message size Rate per link (e)links per 
card

Total message 
rate per card 

Total data rate 
per card Use case

FULL 4800 bytes 100 kHz 12 1.2 MHz 46 Gbps LAr calo, LAr 
calo trigger

GBT 40 bytes 100 kHz 192 19.2 MHz 7.5 Gbps New Small 
Wheels

ATLAS benchmarks

[1] doi: 10.5170/CERN-2009-006.342

Carlo A. Gottardo | FELIX readout in P1 | 02-03-2022 

FELIX card

4

“one card is seen as two x8 devices”

lspci -v | grep CERN 
05:00.0 Communication controller: CERN/ECP/EDU Device 0428 
06:00.0 Communication controller: CERN/ECP/EDU Device 0427

• All FELIX cards serve 24 GBT links (except LAr LTDB) 
• LAr LTDB cards serve 48 channels, not managed by DAQ 
• Different types of firmware: GBT, FULL, LTDB

GBT: data transmission protocol that defines 
variable bandwidth e-links in 9.6 gbps links. 

GBTX: the radiation-hard ASIC that uses GBT 
protocol 

GBT-SCA: control and monitoring ASIC 
connected to GBTX  

GBT: GigaBit Transceiver

GBTX, by CERN EP-ESE

FELIX development status!9

Upcoming firmware release 
New semi-static configuration (v2.0)

To Host From Host

HLDC 80 Mb 160 Mb 320 Mb *640 Mb* HLDC 80 Mb 160 Mb 320 Mb

EC link ✔ ✔

IC link ✔ ✔

E-group 0 ✔ ✔

E-group 1 ✔ ✔ ✔ ✔ ✔ ✘

E-group 2 ✔ ✔ ✘ ✘

E-group 3 ✔ ✔ ✘ ✘

E-group 4 ✔ ✔ ✔

• Changes w.r.t previous release in blue 
• 640 Mbps e-links (16 bit) meant for Phase II, distributed separately.

Introduction 

Reduces number of 
custom links needed 
to transmit data and 
timing signal, 
configure & control 
detector

GBT (Gigabit 
transceiver): GBTx
ASIC aggregates slow 
electrical links (E-
links) from front end 
ASICs into fast optical 
link. Includes error 
correction for high 
radiation environment 

4.8Gb/s
E-links use 2, 4 or 8 data bits in 84/116 bits reserved for elinks in 120-bit GBT word 

L1Calo, TileCal
ITK

4

https://ep-ese.web.cern.ch/index.php/project/gbt-and-versatile-link
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Software
Readout application

*Nvidia/Mellanox ConnectX-5 
[image by storagereview.com]

FLX-712 events: 
1. data available 
2. busy state

System events: 
1. Timer events (timerfd) 
2. Signals (eventfd) 
3. Any file descriptor event

*

Network events: 
1. Send completed 
2. Data received 
3. Buffer available for sending

• interrupt-driven event-loop architecture 
•asynchronous non-blocking operations 
•custom network library built on top of libfabric [1] 
• remote direct memory access (RDMA) technology for low overhead transfers 

[1] https://ofiwg.github.io/libfabric/

https://www.storagereview.com/review/mellanox-connectx-5-en-dual-port-100gbe-da-sfp-nic-review


FELIX readout system | Carlo A. Gottardo | ICHEP 2022 |   2022-07-09 8

Software
Readout application

API functions 
subscribe(elink_number) 
unsubscribe(elink_number) 
send_data(elink_number)

API callback hooks 
on_message_received(elink_number) 
on_connection_established(elink_number) 
on_disconnection(elink_number) 

•user-friendly API hides the complexity of network library for client applications

• server publishes links/e-links, clients subscribe 
• two data transfer approaches: zero-copy, data coalescence

FLX-712 buffer 
in PC memory

write

send

FLX-712 buffer 
in PC memory

write

copy

network buffers

send
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FELIX in ATLAS
•64 FELIX PCs, 105 FLX-712 cards installed in ATLAS counting room 
•FELIX used for readout, control/monitoring and clock & trigger routing for

Installation and function

FELIX PC   
Intel Xeon E5-1660 v4 @ 3.2GHz 

8 cores, 32 GB DDR4 RAM 
nvidia Connect-X5 25/100 GbE

New Small Wheels LAr digital readout and Calo trigger Barrel RPC upgrade

[CERN tweet]

New BackEnd: LDPB

LAr Digital Processing Blade:

System gets data from LTDB (⇠25 Tbps, 40MHz)
and transmit to L1 Calo Trigger (⇠41 Tbps, 40MHz)
System composed of 30 Blades, each hosting 4 LAr
Trigger prOcessing MEzzanines (LATOMEs) over
one LAr Carrier (LArC)
I LATOME and LArC operated by commercial FPGAs

I Intel Arria-10 and Xilinx Virtex 7 respectively

Main goals: reconstruct ET and identify bunch cross
I Strict latency limit for ET and pulse phase

algorithms (5 to 6 bunch crossing)

System distributed in 3 ATCA crates

Optical Links

LAr Digital Processing System (LDPS)

Optical Receiver
Deserializer

Timing 
Trigger 

Control Rx

FPGA

SDRAM

Feature 
Extractors

[FEXs]

Ped
Sub

Ped
Sub

Ped
Sub

Ped
Sub

E,t 
N-tap FIR

E,t 
N-tap FIR

E,t 
N-tap FIR

E,t 
N-tap FIR Σ

~800 Gbps/board

Level-1 Calorimeter 
Trigger System

LAr Trigger 
Digitizer Board 

(LTDB)

OTx
CLK & Cfg.

D. Mungo (U. of Milan & INFN MI) ATLAS LAr status & commissioning 26 July 2021 8 / 13

[CDS records 2777152, 2778165, 2789104]

The phase-1 upgrade of the ATLAS level-1 calorimeter trigger Emily Smith

System modules FPGAs Function Production Installation
eFEX 24 4+1 electrons, photons, taus in progress 1 module installed
gFEX 1 3+1 Soc large-R jets, MET, Sum⇢) done done
jFEX 6 4+1 Soc large/small-R jets, MET, Sum⇢) , taus done 1 module installed
TREX 32 digitizes trigger towers done done

HUB+ROD 8 1+1 clock source and data bu�er for e/jFEX done 2 modules installed
FOX 6 N/A routes 7.5k + 1.5k fibers to/from FEXs done done

Table 1: New L1Calo phase I upgrade systems

(a) eFEX (b) gFEX (c) jFEX (d) TREX (e) HUB+ROD

Figure 2: New L1Calo phase I upgrade systems

production of the system is in progress. The gFEX system consists of 3 Xilinx Virtex Ultrascale+
FPGAs and 1 Zynq Ultrascale+ System on Chip on 1 ATCA module. The entire calorimeter is
read out on one board, which identifies large radius jets, ⇢miss

T and
Õ

⇢T. Full production and
testing of the hardware is complete. The jFEX system is made up of 6 ATCA modules, each with 4
Xilinx Virtex Ultrascale+ FPGAs and 1 Zynq Ultrascale+ control FPGA. The jFEX identifies large
and small radius jets, taus, ⇢miss

T and
Õ

⇢T. Full production is completed and final testing of the
hardware is near completion.

This program of upgrades also includes new infrastructure in the form of the Tile Rear eX-
tension (TREX) module, the Fiber Optic link eXchange (FOX), and the Front End Link eXchange
(FELIX), and the HUB and Readout Driver (ROD) modules. The FELIX system provides the clock
information to the FEX modules and readout from the FEX modules. The TREX system is 32
modules, which process all Tile trigger towers and provides digitized data to Legacy L1Calo system
and the new FEX modules. The TREX provides a bridge between the legacy and phase I systems.
Full production and testing of the hardware of this system is complete, and all boards have been
installed in the ATLAS service cavern. The FOX distributes digitized data using 6 boxes which
map 7.5k fibers from the LAr and Tile calorimeters to the FEXes. The Topo-FOX system maps
1.5k fibers from L1Calo and L1Muon to L1Topo. The HUB and ROD systems consists of 8 ATCA
modules which send the clock and other signals to the eFEX and jFEX modules. They also collate
and bu�ers data for one shelf of eFEX/jFEX modules. Production and hardware testing is complete
for the HUB and ROD system. The new FEX and infrastructure systems are summarized in Table
1 and Figure 2.

3

https://cds.cern.ch/record/754973

More in H. Cai,  N. Themistokleous, 
C. Tosciri talks 

https://twitter.com/cern/status/1488077105023930372
https://cds.cern.ch/record/2777152
https://cds.cern.ch/record/2778165
https://cds.cern.ch/record/2789104
https://agenda.infn.it/event/28874/contributions/169078/
https://agenda.infn.it/event/28874/contributions/169052/
https://agenda.infn.it/event/28874/contributions/169082/
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FELIX in ATLAS
Control and monitoring

[1] http://supervisord.org/ 
[2] doi: 10.1051/epjconf/202024501020 
[3] https://go2.grafana.com 
[4] doi: 10.1088/1742-6596/608/1/012004

Application control and monitoring  based on Supervisor [1] 
•automatic start of all DAQ applications at boot time 
•automatic restart in case of crash 
•status monitoring & control via web interface 

Monitoring integrated in ATLAS infrastructure 
•operational monitoring [2] with Grafana [3] dashboard 
• log messages in Error Reporting System [4] 
•conditions of PC, FLX-712 and network recorded by  

computer cluster monitoring

message rate

message size

buffer occupancy

http://supervisord.org/
http://dx.doi.org/10.1051/epjconf/202024501020
https://go2.grafana.com
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FELIX in ATLAS

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/EventDisplayRun3Collisions
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FELIX for High-Luminosity LHC
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ATLAS DAQ in Run 4
Run 4 conditions 
•1 MHz L1 trigger rate (×10 Run 3) 
•up to 200 interactions per bunch-crossing (×3 Run 3)  
•5.2 TB/s data throughput (×20-30  Run 3)

FELIX Phase II firmware design and specification - PDR January 202225

Run 4+ architecture
×10 Run 3 trigger rate (1 MHz)
×3  interactions per bunch-crossing (200)
×20 data readout rate (5.2 TB/s)

FELIX
• For all detector systems
• New implementation under development
• PCIe Gen4 or Gen5 connection
• New link types and protocols added (lpGBT, Interlaken 25G)
• Several E-Link protocols added in encoding / decoding
Data Handlers
• Successor of SW ROD, similar functionality
• Interfaces to the Dataflow subsystem

FELIX requirements 
•readout of all sub-detectors 
•~14000 optical links with bandwidth [2.5, 25] Gb/s 
•support for new detector-specific functionalities 

-  e.g. continuous “trickle” reconfiguration of new 
tracker front-end electronics (pixel, strips)

5 TB/s
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FELIX hardware upgrade
A new FELIX card is necessary to support 
• increased maximum link bandwidth (10 → 25 Gbps) 
•new timing/trigger interface

FLX-128 
Xilinx XCVU9P FPGA

FLX-181 
Xilinx VM1802 FPGA 

up to 24 links 25 Gb/s

Prototypes 
•FLX-128 and FLX-181 prototypes built in 2019 and 2021 
•new FPGAs, fourth/fifth generation PCIe, new optical transceivers (FireFly™ )
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FELIX firmware upgrade
New firmware to support 

•additional data encodings (adopted by detectors and TTC system) 
•higher speed links and PCIe interface 
• larger number of buffers in computer memory

Run 4 firmware regularly built and available for different FLX models

New flavours in addition to GBT and FULL: 
LPGBT (evolution of GBTX), PIXEL & STRIP (custom LPGBT), Interlaken (64b/67b encoding)

buf 1 buf 2 1 82 3 4 5 6 7

data of first set of 
12 (or 24) links

data of second set 
of 12 (or 24) links

8 buffers. Configurable elink destination.

http://lpgbt-fpga.web.cern.ch/doc/html/
https://en.wikipedia.org/wiki/64b/66b_encoding
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FELIX software upgrade
Same software architecture as in Run 3 but different deployment scheme

1
2

3
4

bu
f 2

bu
f 1 readout app 1

readout app 4

readout app 3

readout app 2
… … …

DA
Q

slow control data 1 GbE

200 / 400 GbE

25 / 100 GbE

Run 3: only two readout applications per card

Run 4: up to eight readout applications.Different data types can de decoupled.

CPU Intel Xeon E5-1660 v4 
8 cores, 3.2 /3.8 GHz

CPU > AMD Epyc Milan 
7313P 
16 cores, 3.0 /3.7 GHz

readout app 2

readout app 1
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FELIX performance from Run 3 to Run 4DRAFT

Figure 10 shows the L1A-rate dropping to zero as a result of two instances of BUSY being raised as a380

test. The BUSY signal was propagated correctly and FELIX reacted accordingly. Data-taking continued381

normally after the BUSY signal was deasserted. On the right-hand side of the plot the results of a382

trigger-rate ramp-up test can be seen.383

Figure 10: Response to changing trigger rates. Two BUSY assertions lead to a drop of the L1A rate to zero. On
the right-hand side, the L1A-rate is ramped-up. Beyond 100 kHz, errors are being produced due to a limitation in
FELIG (not seen in the plot).

As the results obtained in the full-chain tests are limited to 100 kHz, we would like to complement them384

with a test using internal emulators. This test uses the same setup as above, but data is generated internally385

on the FLX card. The rate is set to 140 kHz with a chunk size of 40 Byte on all 48 channels of the two386

cards. This setup ran stable for more than 16 hours, at which point the test was concluded. See Figure ??387

for the results. In this configuration, each of the 4 felix-star processes has a CPU utilization of 55 %,388

therefore approximately a quarter of the 8 available CPU cores is busy. The network utilization is about389

70 %.390

The current system can be operated up to a network utilization of about 75 % without backpressure. A391

higher network utilization leads to backpressure. The limiting factor here is assumed to be the network.392

Tuning the network stack has proved to increase the possible network utilization in the past. Possible393

parameters to adjust are bu�ersizes, number of bu�ers, interrupt distribution and interrupt coalescence.394

A parameter study is planned as part of the finalization of the Linux image configuration to be deployed395

in Point 1.396

Currently a bug in felix-star might cause a process to crash under permanent back-pressure. This occurs397

at a frequency of about once per hour. The issue is tracked in the Jira ticket FLX-10126.398

6 https://its.cern.ch/jira/browse/FLX-1012

February 25, 2020 – 01:28 21

In the Run 3 benchmark scenarios FELIX can handle 
•up to 150 kHz trigger rate with data coalescence (96 e-links per DMA buffer, 40 byte messages) 

•up to 120 kHz in zero-copy mode (6+6 links, 4.8 kB messages) 

Theoretically with ×4 buffers 
150 kHz  →  600 kHz trigger rate 
120 kHz  →  480 kHz trigger rate 

1 MHz already reachable e.g. 24 FULL 
links with 192 byte messages 

Ongoing tests to identify bottlenecks 
with newer PCs exceed predictions.
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Bottleneck identification
Insight on network library 
•also used in SW ROD performance test with simulated FELIX input 
•test on Run 3 SW ROD PC equipped with two 100 Gb/s network interfaces 
•Run 3 SW ROD can handle Phase-II data aggregation rates using 12 CPU cores

Run 3 SW ROD PC 
Dual Intel® Xeon® Gold 5218 CPU 
16x2 cores 2.30 - 3.90 GHz, 96 GB RAM 

Message size defined to saturate 
effective network bandwidth 
(184 Gbps) at 1 MHz trigger rate

Input Rate Scaling from 100G to 2 x 100G 

27/01/2022 Phase-II Readout: Preliminary Design Review 21
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2 x 100G connections

384 e-links (48 B)
192 e-links (108 B)
96 e-links (228 B)
48 e-links (468 B)
24 e-links (946 B)

• Performance scales well with 
increased bandwidth:
• 2x threads required to handle 

double input rate
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2 × 100 Gb/s network interface
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Integration with new systems
Inner tracker (ITk) 

ATLAS ITk
The current inner detector system will be 
replaced with a new all-silicon tracking 
system -- ITk
• New tracker

– Same or better performance than 
current Inner Detector

– Increased granularity to maintain 
occupancy <1%

– Low mass mechanics, cooling and serial 
power to minimize material

– Increased radiation hardness

ATLAS ITk Pixels Craig Buttar 3

Strip Barrel Strip Endcap

Pixel Outer 
Barrel

Pixel Endcap

Pixel Inner Layers

Current Inner Detector System

Phase-II Inner Tracker (ITk) Strip system

Pixel system

ATL-PHYS-PUB-2019-014

ATLAS ITk
The current inner detector system will be 
replaced with a new all-silicon tracking 
system -- ITk
• New tracker

– Same or better performance than 
current Inner Detector

– Increased granularity to maintain 
occupancy <1%

– Low mass mechanics, cooling and serial 
power to minimize material

– Increased radiation hardness

ATLAS ITk Pixels Craig Buttar 3

Strip Barrel Strip Endcap

Pixel Outer 
Barrel

Pixel Endcap

Pixel Inner Layers

Current Inner Detector System

Phase-II Inner Tracker (ITk) Strip system

Pixel system

ATL-PHYS-PUB-2019-014 strips
 ATL-PHYS-PUB-2019-014 
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RCE/HSIOII

KCU105 Emulator 
(SLAC)

DCS computer

RD53A Module
FEI4

5.Testbeam setup is ready to be used (resuming on Feb 9th)
‣ rely on Argonne telescope (ATL-COM-UPGRADE-2020-003)
‣ trigger received from FEI-4 HitOr routed via RCE/HSIOII and the adapter board

TTL/lemo to LVDS/SMA adapter

Pulse 
generator 

output

HSIOII 
output

Readout Tests-tands (Sensor+RD53A chip)

Up/Downlink:
From FLX712 

ITk Pixel integration setup at 
Argonne Labs

PDR TDAQ Phase-II Readout (FELIX),  27.01.2022                        Marco Trovato (Argonne National Laboratory) 16

Results (linear FE): threshold scans

before tuning after tunings

thresh : 
3638.48815 +-  
422.760086

thresh : 
2438.5887 +- 
105.38555

•  Tests with single lane, single RD53A chips

5/6

ITk Pixel thresholds tuning via FELIX
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Results (linear FE): threshold scans

before tuning after tunings

thresh : 
3638.48815 +-  
422.760086

thresh : 
2438.5887 +- 
105.38555

•  Tests with single lane, single RD53A chips

5/6

[images  by Marco Trovato]

ITk pixel

Overview of upgrades in  
O. Jinnouchi’s talk on Friday

ITk pixel in  
S. D’Auria talk 

on Thursday

https://agenda.infn.it/event/28874/contributions/169090/
https://agenda.infn.it/event/28874/contributions/169067/
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Integration with new systems

High Granularity Timing Detector

PDR TDAQ Phase-II Readout (FELIX),  27.01.2022                        Marco Trovato (Argonne National Laboratory) 24

Stave test overview

1. Configure and switch on AMACs
2. Assign HCC_ID to HCC* chips
3. Probe all HCC* chips on the stave, 

verify HCC* IDs are correct
� low-level FELIX tools

4. Trickle configuration writing and 
readback

� YARR support by Zhengcheng Tao

*Slave side has LCB and R3L1 swapped 
on several segments

11/16/2021 5

Stave test overview 

• Configure and switch on AMACs
• Assign and verify HCC_ID to 
HCC* chips on the stave
‣ low-level FELIX tools

• Trickle configuration
‣ LCB configuration elinks set memory start 

and end pointers, activate/deactivate 
configuration, upload data
‣ registers are read back and compared to 

expectations
‣ control and data acquisition are implemented 

in YARRTrickle configuration test procedure
� Trickle configuration consists of interleaved
͞ƌĞŐŝƐƚĞƌ�ǁƌŝƚĞ͟�ĂŶĚ�͞ƌĞŐŝƐƚĞƌ�ƌĞĂĚ͟�ĐŽŵŵĂŶĚƐ

� Register reads generate HCC*/ABC* response
� Proves that the front-end receives the trickle commands
� Can compare register read-back and expected values

� Trickle memory is configured over LCB configuration elink
� Set memory write pointer, configuration start and end pointers
� Activate/deactivate trickle configuration

� Configuration data is uploaded via LCB trickle link

� Control and data acquisition are implemented in YARR by 
Zhengcheng Tao

11/16/2021 7
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FLX712 and the Strips stave integration tests
FLX712

x4

x4

x5

ABC* (x10)

HCC*HCC*HCC*HCC*HCC*

ABC* (x10)ABC* (x10)ABC* (x10)ABC* (x10)

ABC* (x10)ABC* (x10)ABC* (x10)ABC* (x10)

ABC* (x10)ABC* (x10)ABC* (x10)ABC* (x10)ABC* (x10)

TX 
elinks 

(x4)

160 
Mbps

lpGBT
RX elinks (x14) @ 320 Mbps

HCC*

HCC*HCC*HCC*HCC*

HCC*HCC*HCC*HCC*

Strips stave (x2 sides)

x14 HCC* total

10.24 Gbps
FEC5

11/16/2021 4

Test-stand for strips stave integration

ITk Strips stave at CERN

•FELIX STRIPS firmware functional 
•configuration and readout via FELIX 
•cross-check with small scale alternative 
readout hardwareHGTD

▸ High Granularity Timing Detector:  

▸ Improves timing accuracy, ~30ps, which will enhance 
pile-up jet rejection  

▸ Also offers unique capabilities for the online and  
offline luminosity determination  

▸ Design: 

▸ 2x end caps of ~4000 Low Gain Avalanche Detectors 
(LGAD) detector modules, with 

▸ Z position ~3.5m  

▸ Detection radius 120mm to 640mm  

▸ Acceptance: 2.4 < |η| < 4.0 

▸ TDR almost complete. Planning to submit April 2020

18

Technical proposal: CERN-LHCC-2018-023

ITk strips

• integration ongoing at CERN 
•tests with lpGBT firmware 
•more on Z. Liang’s talk on Thursday
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HGTD: Test-stand and initial results (A. Leopold)

HGTD: FELIX setup at CERN

Alexander Leopold 2

DAQ demonstrator with “modular PEB emulator” ↠ setup completed mid 
December 2021 

• FELIX 712 card (48 ch) installed in host PC (SM X10SRW-F with RSC-W2-66 
riser card) 

• optical fibres 
• modular PEB board containing two lpGBT chips (for timing data and 

luminosity data respectively), data sent to FELIX via VTRX+ 
• ALTIROC (FE) emulators, up to 14 modules can be connected 
• power supply 

Developments of readout software based on 
felix-star and the provided interfaces (e.g. 
felix_proxy::ClientThread) have started,  tests with 
internal and external loopback configuration 
have been performed, development of valid 
lpGBT config for a reduced number of connected 
FEs currently ongoing

FELIX card + host PC

modular PEB

FE-emulator

lpGBT VTRX+

fibre for ext. loopback test

 More info in HGTDDaqDemonstratorEMU Twiki

https://agenda.infn.it/event/28874/contributions/169091/
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Summary
Run 3 
•FELIX integrated in the ATLAS DAQ infrastructure 
•data-taking started, gaining experience in final 
operational environment and conditions

Run 4 and beyond 
•new hardware prototypes under development 
• firmware that allows for a scalable software approach  
• tests planned with most recent CPUs and network interfaces


