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Have been luminosity leveling at 
4×1032 cm-2s-1


➡ Overall performance degrades quickly for 
high occupancy


➡ Low efficiency for hadronic decays at 
higher lumi due to hardware trigger


74 The LHCb upgrade

leading to a huge boost of the physics capabilities of the experiment.

3.2 Detector Upgrade: motivations and plans
In order to fully exploit the LHC capabilities, LHCb detector optimal running conditions
should try to fully benefit from the large cross-sections for b� and c� quark productions, be
able to perform analysis in a clean environment (e.g. high signal purity and significance) and
maximise as much as possible the trigger efficiencies and capabilities. These three aspects
have a strong interplay among each others. For example, one could run LHCb at higher lumi-
nosities and take advantages of larger pile-up (µ, measured as the average number of visible
interactions per crossing) to increase the physics yield. Nevertheless, the previous statement
implies an increased background contamination as well as higher detector occupancies which
lead to drop in track reconstruction efficiencies.

The studies performed in 2010 for the proposal of the LHCb upgrade were not yet account-
ing for the excellent performance shown by the LHCb experiment in Run I. At that time, the
nominal luminosity decided for the LHCb upgrade was 1033 cm�2 s�1 with a pile-up of 2.5 and
extrapolations were made to account for the spill-over effects of 25 ns bunch spacing, which
has been reached only in Run II. At that time also the technological solutions to adopt for the
detector upgrade were not yet decided as well as a trigger strategy. Nonetheless, it was already
clear that to fully benefit from higher luminosities the LHCb hardware trigger would represent
a serious bottleneck to perform optimal triggering of events, especially for hadronic modes.
Another important aspect taken into account was the increase of the sub-detector occupancy

Figure 3.1: Evaluation of the trigger yields as a function of the instantaneous luminosity at LHCb for
some selected decay modes. The green triangles represents the trigger yields scaling as a function of the
luminosity for the Bs ! J/ � mode for which the muon L0 trigger is used. For all the other modes, the
hadronic L0 trigger selection is used. It is clear that the hardware (HW) based L0 trigger for hadronic
decays efficiency flattens out at higher luminosity implying an important loss in physics yield. Figure
taken from [95].

Leptonic

Hadronic

� � � �ԣ <Tb>��������������������

.
2+

�v
bf

Uy
Xy

9
Tb

V

G>*#ϩ 7#਷ȯ

ӷЈ֎ ݂ ӹ਷֎ ᅺ� ӷЈ֎ ݂ ӷЈ֎ ݂ ӹ਷֎ ᅺ� lMi�;;2/

Very successful Run 1& 2 

Nature  Physics 18 (2022) 1, 1-5



SlideSvende Braun Upstream Tracker: the new silicon microstrip tracker for the LHCb Upgrade

LHCb upgrade

3

Run 1 LS1 Run 2 LS2 Run 3 LS3 Run 4
2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032

9 fb-1

L0

Hardware

HLT

Software

12.5 kHz (0.6 GB/s)
Events on disk

1.1 MHz
Detector 
readout

40 MHz
pp 

collisions

Runs 1 and 2
2021 - 2029

UT

M2
M3 M4 M5

Muon stations

HCAL
ECAL

Calorimeters

SciFi 
Tracker

Magnet



SlideSvende Braun Upstream Tracker: the new silicon microstrip tracker for the LHCb Upgrade

LHCb upgrade

3

Run 1 LS1 Run 2 LS2 Run 3 LS3 Run 4
2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032

9 fb-1 Goal: 50 fb-1Upgrade I

HLT

Software

100 kHz (2-5 GB/s)
Events on disk

40 MHz
pp 

collisions
Detector 
readout

Upgrade I (being installed)

All electronics upgraded to send every hit to 
software-only trigger @40 MHz

L0

Hardware

HLT

Software

12.5 kHz (0.6 GB/s)
Events on disk

1.1 MHz
Detector 
readout

40 MHz
pp 

collisions

Runs 1 and 2
2021 - 2029

UT

M2
M3 M4 M5

Muon stations

HCAL
ECAL

Calorimeters

SciFi 
Tracker

Magnet



SlideSvende Braun Upstream Tracker: the new silicon microstrip tracker for the LHCb Upgrade

LHCb upgrade

3

Run 1 LS1 Run 2 LS2 Run 3 LS3 Run 4
2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032

9 fb-1 Goal: 50 fb-1Upgrade I

HLT

Software

100 kHz (2-5 GB/s)
Events on disk

40 MHz
pp 

collisions
Detector 
readout

Upgrade I (being installed)

All electronics upgraded to send every hit to 
software-only trigger @40 MHz

5x higher instantaneous luminosity: 2×1033 cm-2s-1

L0

Hardware

HLT

Software

12.5 kHz (0.6 GB/s)
Events on disk

1.1 MHz
Detector 
readout

40 MHz
pp 

collisions

Runs 1 and 2
2021 - 2029

UT

M2
M3 M4 M5

Muon stations

HCAL
ECAL

Calorimeters

SciFi 
Tracker

Magnet



SlideSvende Braun Upstream Tracker: the new silicon microstrip tracker for the LHCb Upgrade

LHCb upgrade

3

Run 1 LS1 Run 2 LS2 Run 3 LS3 Run 4
2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032

9 fb-1 Goal: 50 fb-1Upgrade I

HLT

Software

100 kHz (2-5 GB/s)
Events on disk

40 MHz
pp 

collisions
Detector 
readout

Upgrade I (being installed)

All electronics upgraded to send every hit to 
software-only trigger @40 MHz

5x higher instantaneous luminosity: 2×1033 cm-2s-1

Detector upgrades: 3 new trackers, new RICH 
optics, lower PMT gain in CALO

L0

Hardware

HLT

Software

12.5 kHz (0.6 GB/s)
Events on disk

1.1 MHz
Detector 
readout

40 MHz
pp 

collisions

Runs 1 and 2
2021 - 2029

UT

M2
M3 M4 M5

Muon stations

HCAL
ECAL

Calorimeters

SciFi 
Tracker

Magnet



SlideSvende Braun Upstream Tracker: the new silicon microstrip tracker for the LHCb Upgrade

Tracking upgrade
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Not only able to withstand 50 fb-1 + 40 MHz readout, but improved performance

➡ Provides first momenta estimate: very low pT tracks can be removed

➡ Better pT resolution

➡ Important reduction of ‘ghost’ rate from mismatched hits


Significant speed up in reconstruction time

➡ Make possible the software-only trigger

UT performances
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Figure 4.5: Ghost rate and e�ciency of the Forward pattern recognition algorithm on samples
of simulated Bs ! �� events in upgrade running conditions at ⌫ = 7.6, for both the current
detector and the upgrade detector. For the e�ciency a cut of the track momentum of p > 5
GeV/c is applied.

as function of ⌘ of the tracks at the primary vertex (Fig. 4.7). It can be seen that the
algorithms have di↵erent working points. One is optimised to work in a low occupancy
environment while the other one is optimised for a reasonable e�ciency and ghost rate in
high occupancy events. The e�ciency as function of ⌘ illustrates the better performance
of the SciFi Tracker compared to the OT (2 < ⌘ < 4), but shows as well the advantage of
the additional y segmentation in the range of the IT (4 < ⌘ < 5.)

4.2.4 Track Matching

The track Matching algorithm takes T and VELO tracks as input. It extrapolates them all
to the focal plane of the magnet and checks for a matching pair of tracks. The output of the
algorithm are long tracks. This algorithm is an alternative approach to the Forward pattern
recognition. The Forward algorithm is however the main algorithm used to reconstruct
long tracks for physics analysis and for the trigger in the current experiment, and will also
be the main algorithm in the upgrade experiment.

The performance of the Matching algorithm to reconstruct long tracks, including
ine�ciencies and ghost rates from the VELO and the Seeding algorithm, is given in

170

µ = 1.1 in Run 2 µ = 5.2 in Run 3



Upstream Tracker (UT)

Readout chip

SALT (Silicon ASIC for LHCb Tracking)128 channels, 6-bit ADC (5 bit and polarity), 40MHz readout
total of 4192 chips

M. Artuso et al, First Beam Test of UT Sensors with the SALT 3.0 Readout ASIC,

DOI:10.2172/1568842
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Figure 2.7: Overview of UT geometry looking downstream. The di↵erent sensor geometries are
colour coded.

1526mm in X and 1336mm in Y, corresponding to ✓x between ± 317mrad, and ✓y between
± 279mrad. The UTbX plane covers wider in X of 1717 mm. Its angular coverage is
± 314mrad and ± 248mrad in X and Y directions, respectively.

The radius of the circular cutout in the innermost sensors is determined by the size
of the beam-pipe, the thickness of thermal insulation layer, and the clearance required.
The outer radius of the existing beam-pipe at UTbX is 27.4mm. The current design of
thermal insulation, presented in Ref. [19] is 3.5mm thick aerogel heat shield. We allow
for 2.5mm clearance. These considerations lead to an inner radius of the silicon sensor of
33.4mm. Due to the 0.8mm guard ring, the active area starts at 34.2mm. The central
hole leads to an acceptance starting at roughly 14mrad for straight tracks from the centre
of the interaction region. We have verified by simulation that for the typical B decay of
interest, we lose only about 5% of the events because one track is in the beam-pipe hole,
when compared with tracks reconstructed in the VELO and the outer tracker.

Each UT sensors is composed of 250 µm thick silicon and a 10 µm metalisation layer.
The sensors positions are shown as coloured squares in Fig. 2.7. In the central area the
track density is very high. To deal with the high density, sensors of thinner strips, and
also shorter lengths are used. Sensors shaded in yellow have nominal length, and 95µm
pitch, half that of the nominal sensor. Sensors shaded in pink have both half the nominal
pitch and the half nominal length, being about 5 cm long in Y direction. Thus, the central
two staves have sixteen sensors each, instead of fourteen. Each of these fine pitch sensors
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Sensor Type Pitch Length Strips # sensors
A p-in-n 187.5 μm 99.5 mm 512 888

Sensors

in the inner-most region finer segmentation and radiation hardness

Sensor Type Thickness Pitch Length Strips # sensors

A p-in-n 320µm 187.5µm 99.5mm 512 888

B n-in-p 250µm 93.5µm 99.5mm 1024 48

C n-in-p 250µm 93.5µm 50mm 1024 16

D n-in-p 250µm 93.5µm 50mm 1024 16
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 Type D 6

4-ASIC module

Top-side HV biasing

Optimization with 4 designs
➡ Outer region with p-in-n, 187.5 μm pitch

✦ Cost effective
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M. Rudolph 10 / 28

Circular cutout 
near the 
beamline
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SALT: Silicon ASIC for LHCb Tracking

8

Extracts, shapes & digitizes analogue signals from sensors


Performs Digital Signal Processing

➡ Pedestal and common mode noise subtraction

➡ Zero-suppression

➡ Data formatting & recorded in local on-chip memory


Transmits serially output data

➡ Up to 5 SLVS e-links @ 320 Mbps

➡ Allows for 40 MHz readout of UT

Baseline not completely flat

-> residual effect of 40MHz disturbances, amplitude <1 LSB


-> synchronous with system clock 

=> negligible effect


SALT paper

https://doi.org/10.3390/s22010107
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4192 ASICs with 128 channels each

➡ 130 nm-CMOS technology with 30 MRad radiation tolerance 

➡ 6-bit ADC/channel

Fast shaping time/return to baseline

➡ Tpeak ≤ 25 ns

➡ Short tail: < 5% after 2 Tpeak 

Wire-bonded to sensors

➡ Input pitch 80μm

Signal-to-Noise ratio >10

Baseline not completely flat

-> residual effect of 40MHz disturbances, amplitude <1 LSB


-> synchronous with system clock 

=> negligible effect


SALT paper

https://doi.org/10.3390/s22010107
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Flex cables connect hybrids to readout
➡ Low mass flex circuit
➡ provide power to chips and transmit signals to readout electronics

Modules (hybrids & sensors) and flex cables mounted onto 
Stave
➡ Low-mass support structure with dimensions 1.6m x 10cm
➡ Sensors overlap on front & back
➡ Integrated titanium pipe for CO2 cooling

✦ Keep sensors < -5°C

➡ 68 staves in total
✦  16/18 staves per plane

9

Stave

1.6m x 10 cm low-mass support

integrated Ti pipe for CO2 cooling

low-mass Kapton flex for readout, power and grounding

sensors on front and back face overlap

11

Stave

Flex cable

Hybrid + ASICs

Sensor

4-ASIC module

66.8 mm 
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1528 mm 

1719 mm 
UTbX 

UTaU 

UTbV 

UTaX 

Y 

X 
Z 

Figure 2.7: Overview of UT geometry looking downstream. The di↵erent sensor geometries are
colour coded.

1526mm in X and 1336mm in Y, corresponding to ✓x between ± 317mrad, and ✓y between
± 279mrad. The UTbX plane covers wider in X of 1717 mm. Its angular coverage is
± 314mrad and ± 248mrad in X and Y directions, respectively.

The radius of the circular cutout in the innermost sensors is determined by the size
of the beam-pipe, the thickness of thermal insulation layer, and the clearance required.
The outer radius of the existing beam-pipe at UTbX is 27.4mm. The current design of
thermal insulation, presented in Ref. [19] is 3.5mm thick aerogel heat shield. We allow
for 2.5mm clearance. These considerations lead to an inner radius of the silicon sensor of
33.4mm. Due to the 0.8mm guard ring, the active area starts at 34.2mm. The central
hole leads to an acceptance starting at roughly 14mrad for straight tracks from the centre
of the interaction region. We have verified by simulation that for the typical B decay of
interest, we lose only about 5% of the events because one track is in the beam-pipe hole,
when compared with tracks reconstructed in the VELO and the outer tracker.

Each UT sensors is composed of 250 µm thick silicon and a 10 µm metalisation layer.
The sensors positions are shown as coloured squares in Fig. 2.7. In the central area the
track density is very high. To deal with the high density, sensors of thinner strips, and
also shorter lengths are used. Sensors shaded in yellow have nominal length, and 95µm
pitch, half that of the nominal sensor. Sensors shaded in pink have both half the nominal
pitch and the half nominal length, being about 5 cm long in Y direction. Thus, the central
two staves have sixteen sensors each, instead of fourteen. Each of these fine pitch sensors

14
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Peripheral Electronics (PEPI)
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A flexible pigtail cable connects the stave to PEPI
Backplane distributes balanced load to Data Control Boards 
(DCBs) & routes power

 DCBs optically send data to LHCb DAQ via fibers

➡ Bandwidth: 248 DCBs × 3 VTTx/DCB × 2 links/VTTx × 4.8 Gb/s = 7.1 Tb/s

➡ Also control system via VTRx

Each DCB (Data Control Board) has 
7 GBTx (rad-hard serializer-

deserializer ASIC),     

3 VTTx (rad-hard optical transmitter), 

and 1 VTRx (optical TX/RX)

GBTx GBTx

GBTx GBTx

VTTx VTTx VTTxVTRx

Due to space constraints, 
backplane ended up being an 
ultra-dense board with 28 layers 
at the limit of manufacturability

Pigtail connectors

DCB connectors

Pigtail flex 
cable
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Sense lines for 
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Design 
vs.


Reality

Faced many challenges 
along the way:

➡ Pigtail installation
➡ PEPI cabling & commissioning
➡ Stave installation

All C-side PEPI volumes fully installed & tested

➡ DCBs, fibers, validated using bit error rate test


Work ongoing in parallel on A- & C-side
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Before correction After pedestal 

subtraction

Stave installation
First 4 production staves 
installed & successfully 
tested

➡ Tested under nominal conditions: 
T=-20°C, Silicon bias voltage V=200V

14

2nd stave installed, June 16th1st stave installed, March 7th

3rd  & 
4th stave 
installed!
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Thank you for your 
attention!


Any questions?



Backup
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Current status
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Work ongoing in parallel on A- & C-side 


All major components there 

➡ All electronics produced

➡ Stave production completed for C-side


✦ A-side: A-type staves need 16 Modules repaired


Final stage of installation and commissioning @CERN

}-> putting all components together now
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 LHCb-FIGURE-2022-010

Use 2022/23 YETS for UT installation in cavern

Tracking studies without UT ongoing
➡ Lower HLT1 throughput won’t be issue this year -> lower 

luminosity 
➡ HLT1 reconstruction studies show (LHCb-FIGURE-2022-007, LHCb-

FIGURE-2022-010)

✦ Small impact on tracking efficiency
✦ Higher ghost rate
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42 The LHCb detector at the LHC

(a) (b)

Figure 2.7: (a) Instantaneous luminosity during a long (15h) LHC fill comparison between ATLAS,CMS
and LHCb. (b) Pile-up µvis and peak luminosity recorded at LHCb during Run I data taking period.
The violet dashed line corresponds to the designed value (µvis = 0.6); it has been demonstrated that
performances are not degraded if the value is kept at 1.6 (at

p
s = 8 TeV) [63], which is the value used

for data taking corresponding to a peak luminosity of 4 ⇥ 1032cm�2 s�1. Figures taken from [63].

of the vertex signature as mentioned before and of the final state high transverse momentum
(pT). Therefore, an excellent tracking system, particle identification and trigger strategy are
the key ingredients for LHCb. The LHCb tracking system is composed by a VErtex LOcator
(VELO, details given in Sec. 2.3.1) positioned at few mm from the pp interaction point, a dipole
magnet (see Sec. 2.3.2) and tracking stations placed upstream and downstream of the dipole
(see Sec. 2.3.3,Sec. 2.3.4 and Sec. 2.3.5). The tracking system is designed to reconstruct different
types of tracks among which the so called long tracks are the most relevant for physics
analysis. Long tracks leave signatures in the whole spectrometer and they are associated
to charged particles produced close to the interaction point flying throughout the whole
detector. Other important tracks in LHCb are the downstream tracks and they are associated
to the large fraction of tracks originating from long-lived particles decay (such as KS and
⇤0). Downstream tracks are produced outside the VELO, therefore they can be reconstructed
using only the upstream and the downstream trackers.

Details on the tracking system are provided in Sec. 2.3 while tracking strategies will be pro-
vided in the dedicated upgrade section (see Sec. 4.1) when describing the track reconstruction
for the upgrade phase. Particle identification (see Sec. 2.4) is ensured for electrons and photons
by a silicon pad detector (SPD), a preshower (PS) and an electromagnetic calorimeter (ECAL),
while for charged hadrons the hadronic calorimeter is used (HCAL) (see Sec. 2.4.2). Different
types of hadrons are distinguished through the two Ring Imaging CHerenkov detectors (see
Sec. 2.4.1) placed upstream and downstream of the dipole magnet covering different hadron
momentum ranges. Muons are identified by muons stations composed of alternating layers of
iron and multiwire proportional chambers (see Sec. 2.4.3) placed downstream the calorimeter
system.

Need for an upgrade

21

Have been luminosity 
leveling at 4×1032 
cm-2s-1 since 2011


➡ Data sample limited to     
1-2 fb-1/year
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of the vertex signature as mentioned before and of the final state high transverse momentum
(pT). Therefore, an excellent tracking system, particle identification and trigger strategy are
the key ingredients for LHCb. The LHCb tracking system is composed by a VErtex LOcator
(VELO, details given in Sec. 2.3.1) positioned at few mm from the pp interaction point, a dipole
magnet (see Sec. 2.3.2) and tracking stations placed upstream and downstream of the dipole
(see Sec. 2.3.3,Sec. 2.3.4 and Sec. 2.3.5). The tracking system is designed to reconstruct different
types of tracks among which the so called long tracks are the most relevant for physics
analysis. Long tracks leave signatures in the whole spectrometer and they are associated
to charged particles produced close to the interaction point flying throughout the whole
detector. Other important tracks in LHCb are the downstream tracks and they are associated
to the large fraction of tracks originating from long-lived particles decay (such as KS and
⇤0). Downstream tracks are produced outside the VELO, therefore they can be reconstructed
using only the upstream and the downstream trackers.

Details on the tracking system are provided in Sec. 2.3 while tracking strategies will be pro-
vided in the dedicated upgrade section (see Sec. 4.1) when describing the track reconstruction
for the upgrade phase. Particle identification (see Sec. 2.4) is ensured for electrons and photons
by a silicon pad detector (SPD), a preshower (PS) and an electromagnetic calorimeter (ECAL),
while for charged hadrons the hadronic calorimeter is used (HCAL) (see Sec. 2.4.2). Different
types of hadrons are distinguished through the two Ring Imaging CHerenkov detectors (see
Sec. 2.4.1) placed upstream and downstream of the dipole magnet covering different hadron
momentum ranges. Muons are identified by muons stations composed of alternating layers of
iron and multiwire proportional chambers (see Sec. 2.4.3) placed downstream the calorimeter
system.

Need for an upgrade
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74 The LHCb upgrade

leading to a huge boost of the physics capabilities of the experiment.

3.2 Detector Upgrade: motivations and plans
In order to fully exploit the LHC capabilities, LHCb detector optimal running conditions
should try to fully benefit from the large cross-sections for b� and c� quark productions, be
able to perform analysis in a clean environment (e.g. high signal purity and significance) and
maximise as much as possible the trigger efficiencies and capabilities. These three aspects
have a strong interplay among each others. For example, one could run LHCb at higher lumi-
nosities and take advantages of larger pile-up (µ, measured as the average number of visible
interactions per crossing) to increase the physics yield. Nevertheless, the previous statement
implies an increased background contamination as well as higher detector occupancies which
lead to drop in track reconstruction efficiencies.

The studies performed in 2010 for the proposal of the LHCb upgrade were not yet account-
ing for the excellent performance shown by the LHCb experiment in Run I. At that time, the
nominal luminosity decided for the LHCb upgrade was 1033 cm�2 s�1 with a pile-up of 2.5 and
extrapolations were made to account for the spill-over effects of 25 ns bunch spacing, which
has been reached only in Run II. At that time also the technological solutions to adopt for the
detector upgrade were not yet decided as well as a trigger strategy. Nonetheless, it was already
clear that to fully benefit from higher luminosities the LHCb hardware trigger would represent
a serious bottleneck to perform optimal triggering of events, especially for hadronic modes.
Another important aspect taken into account was the increase of the sub-detector occupancy

Figure 3.1: Evaluation of the trigger yields as a function of the instantaneous luminosity at LHCb for
some selected decay modes. The green triangles represents the trigger yields scaling as a function of the
luminosity for the Bs ! J/ � mode for which the muon L0 trigger is used. For all the other modes, the
hadronic L0 trigger selection is used. It is clear that the hardware (HW) based L0 trigger for hadronic
decays efficiency flattens out at higher luminosity implying an important loss in physics yield. Figure
taken from [95].

Leptonic

Hadronic

Limitations for higher luminosity of 2011-2018 detector

➡ Overall performance degrades quickly for high occupancy

➡ Low efficiency for hadronic decays at higher lumi due to hardware trigger


➡ High ET signatures based on CALO and MUON

➡ Radiation hardness of trackers


Upgrade I being installed will remove these constraints

Have been luminosity 
leveling at 4×1032 
cm-2s-1 since 2011


➡ Data sample limited to     
1-2 fb-1/year
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LHCb Run I and Run II
Collected ~  per year


➡ ATLAS/CMS collect ~ /year

➡ Data sample limited to luminosity leveling at 4×1032 

cm-2s-1 since 2011 




Run I: 2010-2012 data


Run 2: 2015-2018 data

2fb−1

50fb−1
42 The LHCb detector at the LHC

(a) (b)

Figure 2.7: (a) Instantaneous luminosity during a long (15h) LHC fill comparison between ATLAS,CMS
and LHCb. (b) Pile-up µvis and peak luminosity recorded at LHCb during Run I data taking period.
The violet dashed line corresponds to the designed value (µvis = 0.6); it has been demonstrated that
performances are not degraded if the value is kept at 1.6 (at

p
s = 8 TeV) [63], which is the value used

for data taking corresponding to a peak luminosity of 4 ⇥ 1032cm�2 s�1. Figures taken from [63].

of the vertex signature as mentioned before and of the final state high transverse momentum
(pT). Therefore, an excellent tracking system, particle identification and trigger strategy are
the key ingredients for LHCb. The LHCb tracking system is composed by a VErtex LOcator
(VELO, details given in Sec. 2.3.1) positioned at few mm from the pp interaction point, a dipole
magnet (see Sec. 2.3.2) and tracking stations placed upstream and downstream of the dipole
(see Sec. 2.3.3,Sec. 2.3.4 and Sec. 2.3.5). The tracking system is designed to reconstruct different
types of tracks among which the so called long tracks are the most relevant for physics
analysis. Long tracks leave signatures in the whole spectrometer and they are associated
to charged particles produced close to the interaction point flying throughout the whole
detector. Other important tracks in LHCb are the downstream tracks and they are associated
to the large fraction of tracks originating from long-lived particles decay (such as KS and
⇤0). Downstream tracks are produced outside the VELO, therefore they can be reconstructed
using only the upstream and the downstream trackers.

Details on the tracking system are provided in Sec. 2.3 while tracking strategies will be pro-
vided in the dedicated upgrade section (see Sec. 4.1) when describing the track reconstruction
for the upgrade phase. Particle identification (see Sec. 2.4) is ensured for electrons and photons
by a silicon pad detector (SPD), a preshower (PS) and an electromagnetic calorimeter (ECAL),
while for charged hadrons the hadronic calorimeter is used (HCAL) (see Sec. 2.4.2). Different
types of hadrons are distinguished through the two Ring Imaging CHerenkov detectors (see
Sec. 2.4.1) placed upstream and downstream of the dipole magnet covering different hadron
momentum ranges. Muons are identified by muons stations composed of alternating layers of
iron and multiwire proportional chambers (see Sec. 2.4.3) placed downstream the calorimeter
system.
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SALT
Block diagram


➡ SALT crosstalk <5%
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Before correction With baseline correction

Per-channel TrimDAC correction & 
pedestal subtraction 

Zero suppression
Before After, th=9 ADC
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Sensor+ASIC characterization
Beam test at Fermilab (March 2019)


Type A unirradiated sensor

➡ 99.5% efficiency and SN ~ 12


Type B sensor irradiated to 2x maximum dose

➡ 94% efficiency and SN ~ 11


✦ Partly due to readout limitation, most efficiency will be recovered with 
LHCb readout

M. Artuso et al, "First Beam Test of UT Sensors with the 
SALT 3.0 Readout ASIC" (2019) DOI:10.2172/1568842 
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Figure 12: Peak of the Landau fit and e�ciency of the Type A unirradiated UT sensor versus

the applied bias voltage.

middle and charge is shared between the strips.307

Figure 15 shows the e�ciency as a function of the interstrip position. As with the308

collected charge, the e�ciency is seen to be flat versus the interstrip position, indicating309

even when the track points in the middle between the two strips, and charge is shared310

between the two strips, there is little or no loss of e�ciency.311

The studies performed on the type A sensor indicate that it meets the needs of the312

LHCb upgrade. Most of the type A sensors receive very low irradiation, and therefore we313

do not expect a significant degradation in the signal-to-noise performance over the life of314

the sensor. An e�ciency of about 99% is achieved in this beam test. Due to the issue of315

packet loss in MiniDAQ1, we know about 0.5% comes from this source. We therefore find316

that the e�ciency of the Type A sensor in the testbeam is at least 99.5%.317

14

Unirradiated sensor

99.5% efficiency

S/N ~ 12

3.3 Results for the the Type B sensor318

Similar studies were performed with the Type B sensor that was irradiated to 6.2⇥1013
319

neq/cm2, which is about twice the maximum expected fluence anticipated for Type B320

sensors in the UT. The threshold for the results presented here is also ADC�6, which321

is the same as for the type A sensor results. The results of the bias scan are shown in322

Fig. 16. It is seen that the e�ciency reaches a plateau of about 94%, while the charge323

collected has a most probable value of about 10.3 ADC.
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Figure 16: Peak of the Landau fit and e�ciency of the Type B UT sensor versus the applied

bias voltage. The sensor was irradiated to twice the maximum expected fluence prior to the

beam test.
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Figure 17 shows the charge collected in each of the four time bins for the data taken325

at 350 V bias, for DUT clusters matched to charged tracks. The best time bin is time bin326

0, the top left. As before, we see there is one best time bin, one worst time bin, and two327

somewhere in between. For the remaining plots, the focus should be on the results for328

time bin 0.329

Figure 18 shows the Landau fit to the cluster charge distribution with a bias of 350 V.330

The peak of the Landau is at about 10.3 ADC counts, which corresponds to about 9%331

less charge collected by the irradiated Type B sensor compared to the unirradiated Type332

A sensor. This loss of charge collection is expected due to defects in the crystal lattice,333

which lead to charge trapping [11].334

Figure 19 shows the (left) �x distribution and (right) number of strips in the cluster,335

for clusters matched within 0.5 mm of a track (approximately 10 times the strip pitch).336

The UT sensor bias voltage is 350 V. The vertical red lines show the width of a strip.337

Almost all hits are within ±0.5 of the strip pitch, and most hits are single-strip hits.338

Figures 20, 21 and 22 show the average cluster size, average cluster charge and339

18

Irradiated sensor (2x nominal)

94% efficiency

S/N ~ 11

clock. However, it can be shown that in the worst case scenario, there is a beam particle133

no further than 3 ns away from the edges labeled FE sampled. Given the pulse shape134

after the shaper in SALT 3.0, a 3 ns o↵set should not reduce the detected signal more135

than a few percent from the optimal value. Because of the repetitive pattern, we can136

categorize the beam particles into four unique time bins (TB) TBi = (n53MHz

clock
) mod(4),137

where n
53MHz

clock
is the number of cycles of the 53 MHz clock, and the mod(4) represents138

modulo 4. In this way, TB0 picks out clocks 0, 4, 8, .., TB1 selects clocks 1, 5, 9, ... and139

so on. We then choose the best time bin as the one which has the largest charge collected.140

All data were taken with the UT sensor plane perpendicular to the direction of the141

beam particles, apart for possible a very small rotation of the UT test box relative to the142

beam. The angular spread of the beam is small, well below 1 mrad.143

2.1 Threshold settings for UT144

The initial setup of the UT system showed that there was a very high level of noise145

in the testbeam environment. Total noise in the system was approximately 7 ADC146

counts. A large number of grounding configurations were tried, and the best performance147

achievable in the limited time available yielded a total noise of about 3.5 ADC counts,148

and a common-mode subtracted noise level of about 1 ADC count. It was also observed149

that the total noise decreases substantially when the UT box was moved away from the150

telescope, leading to the conclusion that the UT was picking up coherent noise from the151

Fermilab telescope hardware. Due to the issues with the MiniDAQ1 discussed above, most152

of the data were taken at a threshold of 6, which corresponds to ADC� 7. Some data was153

taken at a threshold of 5, corresponding to ADC� 6. We emphasize that this threshold154

Type A sensor
at Testbeam

Type A sensor
on bench at SU

Figure 5: Total noise and common-mode subtracted noise for the Type A sensor (left) while in

the FTBF testbeam and (right) after the testbeam on the bench at Syracuse.

6

Final system expected to 
have single-hit high 

efficiency (> 99%) and 
good signal-to-noise 

ratio throughout 
experiment lifetime
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Figure 11: Distributions of collected charge (in ADC counts) for the Type A sensor at 300 V

bias, for the best time bin. See text for details.

clock. It is seen that the average cluster size increases and reaches about 1.1 when the299

track passes through the middle between two strips. This increase is expected, since at the300

middle there is a greater chance for splitting the charge and forming a two-strip cluster.301

When the track hits directly on top of a strip, the average cluster size is very close to 1.302

This narrow region of charge sharing occurs due to the electric field profile and di↵usion303

within the bulk of the silicon4.304

The average charge5 collected versus the interstrip position is shown in Fig. 14. The305

charge collected is seen to be uniform across the strip, even when the track is near the306

4
See Ref. [11], and in particular Figure 15(a), which shows the simulated drift paths of electrons and

holes.
5
Here, for convenience the average charge is shown, and not the peak of the Landau. Since they are

correlated and we are mainly interested in trends, this is not an issue.
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https://doi.org/10.2172/1568842
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Hybrid and flex cables

25

ASICs mounted on hybrid flex boards


Hybrids then readout by flex cables

➡ 3 lengths

➡ 100 Ω differential input impedance traces

➡ HV traces: able to withstand up to 1000V between 

adjacent lines

➡ Less than 500 mV roundtrip voltage drops on power traces

Stave

1.6m x 10 cm low-mass support

integrated Ti pipe for CO2 cooling

low-mass Kapton flex for readout, power and grounding

sensors on front and back face overlap

11
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Stave is readout by Peripheral Electronics 
(PEPI)

Low voltage regulators (LVRs) provide LV power 
to the whole system:

➡ Hybrids on stave (1.2V)

➡ Data Control Boards (DCBs) (1.5 & 2.5V)

26

Master

GBTx

Data

GBTx

Control

Data E-links DCB

Backplane

VTTx

Fibers LHCbDAQ
VTRx

PEPI crate with

DCB/Backplane

Stave
Pigtail flex 

cable
SALT

ASICs

LVR
Power cables 
carry current

Sense lines (ethernet cables) 
monitor voltage (no current)

Readout and Power Electronics
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Software-only trigger

27

Full event 
reconstruction (HLT1) at 
30 MHz is a major 
challenge

Must now add muons, selections, and a VELO-only Kalman fit. All of them already exist, but have to be brought 
together in the new HLT1 event model. Do not expect a major throughput penalty from these, to be verified. 
Must also implement configurations for Electroweak physics (no global event cuts), SMOG, and “special” runs

HLT1 reconstruction breakdown

!10

Full Run 2 physics, no Kalman, no Muons 
Global event cut removing ~7% of busiest minbias events

VELO+UT+forward tracking 
take the bulk of time

30 MHz collision rate

L0 hardware trigger: high ET 
signatures based on CALO, MUON

1.1 MHz readout

HLT1: partial event reco, 
displaced track/vertices, dimuons

HLT2: full offline-like event 
selection

12.5 kHz (0.6 GB/s) to storage

Buffer events to disk, online 
calibration/alignment

HLT

LHCb 2015 trigger

30 MHz collision rate

HLT1: full event reconstruction, 
inclusive and exclusive kinematic/

geometric selections

HLT2: offline precision PID and 
track quality. Output full event 

information for inclusive triggers, 
trigger candidates, and related 

PVs for exclusive triggers

100 kHz (2-5 GB/s) to storage

Buffer events to disk, online 
calibration/alignment

HLT

LHCb upgrade trigger


