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* Core element of the off-detector system

The Tile PreProcessor performs the cell energy reconstruction per
each bunch crossing (40 MHz) and transmits the reconstructed
energy to the TDAQI. In parallel the PPrs will transmit triggered data
to the FELIX system.

* Phase-Il PreProcessor is implemented In full size ATCA format.

*Receives cell energy data from PPr at 40 MHz. '
* ATCA standard RTM Module. :

*Interface with Trigger Processors and the Front-
End Link eXchange (FELIX).

 Trigger formation, cell selection and sorting.

« LHC clock distribution, control and configuration.

«32 PPr ATCA Dblades In total, each one composed of 4 Compact
Processing Modules (CPM) and 1 Carrier Base Board (ACBB).

ATCA Carrier

The Tile Demonstrator

The Demonstrator is a hybrid prototype, basically combining a fully functional

PMT Blocks / 3-in-1 Card

. Interface between Eront-end Phase-II reac_l-out system_ with the analog trigger signals of the present system and . Amplification of scintillating light  * Fast readout with two gains
electronics and ATLAS data other legacy interfaces with the current ATLAS systems. signal  received via the °Integrated slow readout
acquisition system. The module was intensively tested at test beam before its insertion into ATLAS wavelength shifting fibers * Analog trigger (for backward

« Storing data in pipelines until trigger during LS2 where it will stay for Run 3. compatibility
decision.

* Energy reconstruction.
* 40MHz data input
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HV Distribution Board (underneath)

Low Voltage
Power Supply

* Delivers high voltage to 12 PMTs
* Individual control over each PMT blocks
* VVoltage monitoring and data reporting.
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DaughterBoard V4

 Control and Data Collection

« Multi-gigabit Redundant communication

» Front-end electronics configuration

» Update with latest version (V6) is considered
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« Power supply for Front-End
Electronics

* Power monitoring

« Eight individual bricks with +10V
supply (Four is redundant).

MainBoard Final Version (V4)

« Communication between 3-in-1 cards and -« Data digitization
Daughterboard  Low voltage control
« Timing, Charge Injection
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Results from Test Beam and ATLAS Operation
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Comparison of noise between The Demonstrator (LBA14) and Legacy Module (LBA15)

« HL-LHC upgrade for Tile Calorimeter will feature completely modernized electronic modules, redundant and reliable design, fault tolerance, The author was supported by Shota Rustaveli National Science Foundation of Georgia through the grant project No DI-18-293

Improved radiation tolerance. Reference
« The Tile Demonstrator module is a prototype for upgraded readout system and it is compatible with current and legacy systems.

* High-Luminosity Large Hadron Collider (HL-LHC): Technical design report, CERN-2020-010,

« The Tile Demonstrator is fully integrated in the ATLAS Trigger and Data Acquisition and Detector Control systems.
https://cds.cern.ch/record/2749422

« It was extensively tested during several test beams from 2015--2021 and it demonstrated good performance. « The ATLAS Experiment at the CERN Large Hadron Collider, JINST 3 (2008) S08003, https://cds.cern.ch/record/1129811
. _ _ , _ . _ « Technical Design Report for the Phase-ll Upgrade of the ATLAS Tile Calorimeter, ATLAS-TDR-028,
* New tests will take place in November 2022 in order to continue with the validation and of the new on-detector and off-detector electronics. https://cds.cern.ch/record/2285583

« Upgrade of the ATLAS Hadronic Tile Calorimeter for the High Luminosity LHC, ATL-TILECAL-PROC-2020-009,

» The Tile Demonstrator module was inserted in ATLAS in 2019, and it will be kept during the Run-3 period. httos-//cds. cern chirecord/27 16325
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