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Task studied:

• classification of τ-decays and separation from QCD jets based on Graph Neural Networks (DGCNN)
• Bayesian-DGCNN for robust estimation of NN predictions
• DGCNN-based object detection (e.g. identification of γ and n inside hadronic tau decays) for particle-

flow algorithms

Case study: τ-identification in the IDEA dual-readout calorimeter (DRC)

• leverage modern machine learning methods based on differentiable deep neural networks
• study performance using only standalone DRC information
• helps in optimizing the detector and design of the readout electronics
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Tau lepton will play a key role in precision measurements and 
searches of new physics in future high-energy colliders.

Due to the short lifetime (𝜏!~2.9×10"#$𝑠) it can be detected through 
its decay products, that can be both leptons or hadrons.

Main τ decays

An efficient energy reconstruction is fundamental for the tau 
identification.
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The electromagnetic fraction 𝑓%& of an hadronic
shower inside the calorimeter is a random variable.
Fluctuations are large and affects the final energy
resolution.

The Dual Readout Method allows to measure the 𝑓%&
of each event detecting the Scintillation signals
(coming from em and hadronic component) and
Cherenkov signals (mainly coming from em
component).

Different patterns of the two signals from
different particles - optimal energy
reconstruction and, combined with the fine
segmentation of the fibres, powerful particle
identification.
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Full Geant4 simulation of the calorimeter geometry:
• Includes B field and solenoid material in front of the

calorimeter.
• Fiber-sampling calorimeter: Cu absorber - 1 mm fibers.
• Each fiber read out by a dedicated SiPM.
• A total of 130M fibers, providing excellent granularity

and lateral shape sensitivity:

Parametrised simulation of SiPM readout and signal processing:
• Dark counts, crosstalk, afterpulses…
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𝑒'𝑒" collision simulated with Pythia8 and signal events with Geant4.
5000 Events for each decay mode.

Information available for each event are:

• Geometric: θ and φ of each fired fiber
• Fiber Type: S or C
• Energetic: number of photoelectrons in the fibers (used only

in preliminary tests)
• SiPM data: Integral and Peak of the signal, Time of Arrival,

Time over Threshold, Time of Peak
• Channel Decay Label
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Image-based: energy deposition on each fiber is
seen as the pixel intensity of an image of the event
in fixed-shape mesh.

+ Can be used very advanced Convolutional
Neural Network developed for image identification.
- Unclear how to incorporate additional information
of the fibers.

- Very sparse
representation: jets/tau
decays have O(10) to
O(100) particles →
more than 90% of the
pixels are blank.

Point Cloud: Unordered sets of entities distributed
irregularly in space, analogous to the point cloud
representation of 3D shapes.

+ Clouds allow rich internal structures.

- The architecture of the neural
network must be carefully
designed to fully exploit the
potential of this representation.
→ Dynamic Graph CNN

+ Easy to incorporate additional information of the
fibers.
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Regular convolution operations cannot be applied on point clouds:
• points distribution is usually irregular (unlike uniform grids of the pixels in

an image)
• they’re not invariant under permutation of the points

Solution: using the points of the cloud to generate graphs with vertices (the
point themselves) and edges (connections between each point to its k-
nearest neighboring points) → regular distribution for each point.

EDGE-conv
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DGCNN is the neural network that stacks several EdgeConv blocks, creating high-level graphs and
capturing complex patterns.

Local feature extractor 
(EdgeConv Blocks)

Global pattern recognition 
(Feature Aggregation)

Event Classifier 
(MLP)

The resulting architecture of the DGCNN shows the different steps:
Input

x={θ, φ, S/C, 
SiPM info…}

The number of input fibers is fixed and treated as model hyper parameter, discarding those with lowest
signals or adding zero valued vectors in case of events with lower active fibers.
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Classification Task:
• 8-classes: 7 tau decays + QCD jets
• training/validation/test sets: 22k/6k/7k events (balanced among classes)

Data-preprocessing:
• simple geometrical clustering, no specific selection or fiducial volume

applied
• saved fibers signal around the clusters

Data augmentation/regularization: overfitting and memorization for the DNN
model controlled using:
• at input level: some of the fired fibers are switched off
• in the neural network layers: some of the parameters of the last MLP

block are randomly zeroed during the training phase
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Neural networks based on point values for weights suffer of
overconfidence when analyzing new data.

The algorithm uses a variational approximation 𝑞(𝒘|𝜃) to the true posterior
𝑃(𝒘|𝒟) to predict an estimate of the expected value

Bayesian learning: introduce probability distributions over the weights,
providing an estimate on the confidence for the final prediction,
predicting distributions instead of point values.
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Class 7: 𝑍 → 𝑞$𝑞

Class 1: 𝜏 → 𝑒𝜈𝜈

Class 2: 𝜏 → 𝜋±𝜈
Class 3: 𝜏 → 𝜋±𝜋"𝜈

Comparison of the same
3 random events
evaluated by:
DGCNN
B-DGCNN (1 sample)
B-DGCNN (10 samples)

With the bayesian
approach, probabilities
are better aligned with
physics expectations.
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Applying thresholds on the
minimum confidence that the
network must have to keep the
prediction.
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DGCNN and dual-readout calorimeter high granularity can also be exploited for object (particle) detection
inside taus and jets → a proto-step for a particle flow algorithm

Fiber-Particle Label: obtained
extrapolating Monte Carlo truth
particles from production to the DRC
into the IDEA magnetic field.

R-Phi R-Theta

Ongoing study: initial tests only on
photons/neutrons VS other particles
identification in tau decays.

𝜏 → 𝜋±𝜋±𝜋±𝜋"
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DGCNN architecture similar to the previous one.
Implemented skip connections to increase sensitivity
to multiscale features.

Tau visible energy reconstructed using:
- DRC for photons
- MC Truth for charged particles
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Introduce Drift Chamber information in the input Point Cloud:

• Point Clouds allows an easy implementation of other detector signals
• Including tracking data for the charged particles provides a better

reconstruction of the full event and would improve the Neural Networks
performances

Improve the Segmentation model for an efficient ParticleFlow algorithm:

• Optimize the hyperparameters tuning
• A new simulation with a MC matching of Particle-Fired Fiber would help the

model to find the optimal patterns for the task
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All the models are designed and implemented using the PyTorch framework.

Export by tracing: using the torch.onnx.export()function, it will execute the model, recording a
trace of what operators are used to compute the outputs.

ONNX Runtime: it is possible to instantiate a ONNX Runtime Session in a C++ environment and load
the converted trained model.

Since the data preprocessing is very simple, this approach can be exploited to implement the full
DGCNN algorithm in the FCCee framework software.

PyTorch provide a simple way to convert models into the ONNX (Open
Neural Network Exchange) format. ONNX is an open format built to
represent machine learning models, used also in the Atlas experiment.
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• Developed a new Geometric DL algorithm exploiting data simulated in the IDEA Dual Readout
Calorimeter from 𝑒'𝑒" collisions.

• Accuracies reached in the tau decay channels and QCD jets identification overtake typical performances
obtained with conventional techniques (~90% vs 70-80%).

• Implemented a probabilistic content in the neural network that provides probability distributions as
prediction outputs, without loss of performances.

• Promising results obtained using the same architecture in the initial studies for segmentation tasks.


