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. Applications of machine learning on plasma accelerators

Remi Lehe

. Limits of PIC simulations for modelling plasma accelerators and applications

Xavier Davoine

. QED effects in reduced PIC simulations and applications to positron acceleration

Bertrand Martinez

. Reduced PIC models; Quasi-static approximation

Severin Diederichs

. Common standards for numerical simulations - OPENPMD

Franz Poeschel
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Machine learning in plasma accelerators
Remi Lehe

objective

Optimization

Optimization:
The (uncontrolled) properties of the
system do not change (e.g. negligible drift).

e.g.
e Design study (simulations)
 Experimental setup,

over relatively short timescales

Aim: “exhaustively” search the parameter
space to find xXpegt-
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Stabilization

Stabilization algorithm based on machine learning:

Can recognize “patterns” in the system and
directly apply the right correction.

Measured Correction
pattern Ax

Neural network

Spatial combiner

The phases of the incident laser beams need to be such that
they interfere destructively in all but the forward direction.

But the phase of each beam is drifting and is not measured
directly (only the resulting intensity pattern is).

TECNICO
LISBOA

1) Future developments needed and planned as seen from the speakers and their groups

* More applications of ML for stabilization of in experiments
* Better evaluation of uncertainty from ML methods
* Combine simulations of different fidelities for design optimization

2) Do the planned activities address the requirements from funded projects (AWAKE, EuPRAXIA,
...) and from various roadmaps for plasma accelerators? Are there urgent holes?

There is sometimes a gap between proof-of-concept machine learning application
and robust solution that can run autonomously at the right rep. rate.
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Numerical Cherenkov in PIC simulations and high fields [Fscé“dﬁo

Xavier Davoine

Numerical Cherenkov Physics at the interaction point

= PIC code developments help to foster accelerator applications
o radiation sources
o Beam interaction with EM fields or target/plasma. (beams from

B conventional accelerators, PWFA, LWFA)
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QED effects in reduced PIC simulations TECNICO

. LISBOA
Bertrand Martinez

Exact guantum pusher QED effects in Quasi-3D PIC

e~ rotating in a uniform B fleld Quasi-3D simulations can be

7 o5 several orders of magnitude
/
faster than full PIC
; ° What future developments are needed ?
0 200 » Take advantage of new parallelisation methods (GPU, vectorisation)
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Quasi-static PIC simulations TECNICO
Severin Diederichs

Motivation QED effects in Quasi-3D PIC

PIC simulations are essential
« validating experiments LY — 15
» design studies

* new concepts LS
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3) Does simulations and theory require its own roadmap or is work adequately driven/supported through funded
projects and through overall plasma accelerator roadmaps?

Yes, otherwise we will soon need another “positron miracle”
g

SAnvibia
CUDA

“The needs for simulating (...) nm emittance bunches (...) require further development in this area.”
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AMDZ1 m (expected 2022)

Simulation costs must be reduced by orders of magnitude!
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LISBOA

Adoption of common standards: OpenPMD w TECNICO

Franz Poeschel

Particle accelerators are complex:

( [Particle Booster 1
[Particle Source 1 \

Particle Booster 2)—>[Particle Reductionj—)[Aggregation]

[Particle Source 2

Optional: Avoid File I/O via Streaming

openPMD standard npen
for particle-mesh data b

as communication layer

Documents:

* openPMD standard (1.0.0, 1.0.1, 1.1.0)
the underlying file markup and definition
A Huebl et al., doi: 10.5281/zenodo.33624

Jorge Vieira, Maxence Thevenet | Euronnac - Special Topics | September 23th, 2022



