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Session summary

Applications of machine learning on plasma accelerators
Remi Lehe

Limits of PIC simulations for modelling plasma accelerators and applications
Xavier Davoine

Common standards for numerical simulations - OPENPMD
Franz Poeschel

QED effects in reduced PIC simulations and applications to positron acceleration
Bertrand Martinez

Reduced PIC models: Quasi-static approximation
Severin Diederichs
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Machine learning in plasma accelerators
Remi Lehe

Optimization Stabilization

Outlook

Applications of Bayesian optimization in laser-plasma acceleration

Tuning:
• background density
• amount of N2 injected
• laser energy
• laser focal position
in order to maximize beam quality in ionization injection

S. Jalas et al., PRL (2021)
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Applications of Bayesian optimization in laser-plasma acceleration

Tuning:
• background density
• amount of N2 injected
• laser energy
• laser focal position
in order to maximize beam quality in ionization injection
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Two different tuning problems: optimization and stabilization

Optimization:
The (uncontrolled) properties of the 
system do not change (e.g. negligible drift).

e.g.
• Design study (simulations)
• Experimental setup, 

over relatively short timescales

Aim: “exhaustively” search the parameter
space to find !!"#$.

Stabilization:
The (uncontrolled) properties of the 
system change in time (e.g. thermal drifts)

The previously-found optimal point !!"#$
becomes obsolete after some time.

Aim: Find the correction ∆! that recovers 
the optimal behavior.

Overview of different stabilization algorithms

Stabilization algorithm based on machine learning:

Can recognize “patterns” in the system and 
directly apply the right correction.

(other solutions: reinforcement learning, …)

“Conventional” stabilization algorithms:

e.g.
• PID
• Stochastic gradient descent
• Extremum seeking
• …

Often require relatively slow feedback loops.
Neural network

Measured
pattern

Correction
∆"

Example: coherent laser combining

Spatial combiner

Fiber 
amplifiers

The phases of the incident laser beams need to be such that
they interfere destructively in all but the forward direction.

But the phase of each beam is drifting and is not measured 
directly (only the resulting intensity pattern is).

Conclusion

1) Future developments needed and planned as seen from the speakers and their groups

• More applications of ML for stabilization of in experiments
• Better evaluation of uncertainty from ML methods
• Combine simulations of different fidelities for design optimization 

2)  Do the planned activities address the requirements from funded projects (AWAKE, EuPRAXIA, 
…) and from various roadmaps for plasma accelerators? Are there urgent holes?

There is sometimes a gap between proof-of-concept machine learning application
and robust solution that can run autonomously at the right rep. rate.
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Numerical Cherenkov in PIC simulations and high fields
Xavier Davoine

Numerical Cherenkov Physics at the interaction point

Outlook

DateCommissariat à l’énergie atomique et aux énergies alternatives

Numerical Cerenkov Radiation1 (NCR): Principle

3

� (Physical) Cerenkov Radiation

� Origin of Numerical Cerenkov Radiation (NCR) in PIC code

It appears when an charged 
particle is faster than the 
speed of light in a medium 
(𝑣𝑝 > 𝑣𝜙)

In plasma, light phase 
velocity 𝑣𝜙 ≥ 𝑐 ⇒ no CR. 

In a PIC code with the 
standard Yee2 scheme, we 
have 𝑣𝜙𝑛𝑢𝑚 < 𝑐 in vacuum 
⇒ NCR… 

[1] B.B. Godfrey, JCP 15(4) 504–521 (1974).
[2] K. Yee,  IEEE Trans. Antennas Propag. 14, 302 (1966)

Emission of NCR in the high 
frequency domain

𝑣𝑝

DateCommissariat à l’énergie atomique et aux énergies alternatives

Numerical Cerenkov Radiation (NCR): Effects

4

� Consequences: emission of spurious and high frequency radiation, 
which can affect the beam/plasma dynamic 

P.-L. Bourgeois, PhD, IP Paris (2020)
P.-L. Bourgeois et al., JCP 413 109426 (2020) 

Depending on the beam charge: 
wrong beam divergence, 
transverse size, transverse 
emittance…
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� Example of PIC code limits: Numerical Cerenkov Radiation / 
Instability (NCR/NCI)
o Solutions are diverse, they should be known, used, mention in 

publications

� PIC code developments help to foster accelerator applications
o radiation sources 
o Beam interaction with EM fields or target/plasma. (beams from 

conventional accelerators, PWFA, LWFA)
o Needs for code developments 

DateCommissariat à l’énergie atomique et aux énergies alternatives

Study of the Strong-Field QED regime (SF-QED)
Production of intense 𝜸 ray sources, e+e- pairs

20

[1] M. Lobet et al., J. Phys.: Conf. Ser. 688, 012058 (2016).

[2] B. Martinez et al., POP 26, 103109 (2019). 

[3] M. Lobet, PhD, Université de Bordeaux (2015)

[4] B. Martinez, PhD, Université de Bordeaux (2018)

Implemented in CALDER [1-4]:

Filed ionization

Collisions (elastic + ionization) 

SF-QED processes 

Coulomb processes

• In addition to reduced code development, it is still 
important to further increase the precision of full 
PIC codes (e.g. solve the NCI problem)

• Good practices: give all numerical details in papers 
and reports to allow for reproducibility and better 
acceptance

• Code development should be better recognised and 
funded in the context of current actives such as 
EuPRAXIA, AWAKE, etc
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QED effects in reduced PIC simulations
Bertrand Martinez

Exact quantum pusher QED effects in Quasi-3D PIC

Outlook

electrons, -rays, positronsγ
Intense laser

Bertrand Martinez | EuroNNAC| September 20th, 2022 |

Osiris Quasi-3D: implementation of -ray and  pair creationγ e±

Laser pulse colliding with a relativistic electron beam Pair production is the same in 3D and Quasi-3D

3D QED  Quasi-3D
Computational gain is reduced by a factor

80 kCPU.hours  0.2 kCPU.hours

→
∼400

→

Energy spectrum 
of positrons

Energy spectrum 
of photons

⃗B = B ⃗x1

Bertrand Martinez | APS DPP | November, 2020 

Setup 1 :  rotating in a uniform B fielde−

3D view of the setup

η = 0.01

η = 1

Spectra of the energy radiated by electrons 
Agreement between 3D, quasi-3D and theory
Validation was done for the range η ∈ (0.01, 1)

 rotating in a uniform B fielde−

Validation

 : quantum 
parameter of 
the electron

η

Bertrand Martinez | Weekly progress | February, 2021 

Exact pusher in “qed-cyl” algorithm

Agreement between Boris and exact quantum pushers

 energy for e− χ = 0.01  energy for e− χ = 1

Setup :  rotating in a uniform B field
Average on 1000 trajectories

e−

Quasi-3D simulations can be 
several orders of magnitude 

faster than full PIC

Bertrand Martinez | EuroNNAC| September 20th, 2022 |

Discussion

What future developments are needed ? 

• Take advantage of new parallelisation methods (GPU, vectorisation)
• Particle pushers to handle high-amplitude fields
• Implement and handle more radiative/QED processes and particles

Do the planned activities address the requirements from funded projects 

• It belongs to the 2020 Roadmap on plasma accelerators1

• It is not part of AWAKE, nor EuPRAXIA

Does simulation/theory require its own roadmap ? 

• Yes, multi-scale physics requires more developments
• It requires a roadmap, and also dedicated programs/fundings

1F. Albert et al., New J. Phys. 23, 031101 NJP (2021)

Bertrand Martinez | EuroNNAC| September 20th, 2022 |

Discussion

What future developments are needed ? 

• Take advantage of new parallelisation methods (GPU, vectorisation)
• Particle pushers to handle high-amplitude fields
• Implement and handle more radiative/QED processes and particles

Do the planned activities address the requirements from funded projects 

• It belongs to the 2020 Roadmap on plasma accelerators1

• It is not part of AWAKE, nor EuPRAXIA

Does simulation/theory require its own roadmap ? 

• Yes, multi-scale physics requires more developments
• It requires a roadmap, and also dedicated programs/fundings

1F. Albert et al., New J. Phys. 23, 031101 NJP (2021)



Page 4Page 4Page 4

Particle-in-Cell simulations are critical for modelling plasma accelerators

PIC simulations are essential
• validating experiments
• design studies
• new concepts

and affordable

expensive, beyond feasibility

ESPP Accelerator R&D Roadmap
including a
“feasibility study, mostly theory
and simulation driven”

at 190 GeV, with ≤135 nm emittance,
and 833 pC charge

Simulation costs must be reduced by orders of magnitude!

S. Diederichs | severin.diederichs@desy.de | EuroNNAc Special Topics Workshop | 20.09.22

Page 4Page 4Page 4

Particle-in-Cell simulations are critical for modelling plasma accelerators

PIC simulations are essential
• validating experiments
• design studies
• new concepts

and affordable

expensive, beyond feasibility

ESPP Accelerator R&D Roadmap
including a
“feasibility study, mostly theory
and simulation driven”

at 190 GeV, with ≤135 nm emittance,
and 833 pC charge

Simulation costs must be reduced by orders of magnitude!

S. Diederichs | severin.diederichs@desy.de | EuroNNAc Special Topics Workshop | 20.09.22

Page 4Page 4Page 4

Particle-in-Cell simulations are critical for modelling plasma accelerators

PIC simulations are essential
• validating experiments
• design studies
• new concepts

and affordable

expensive, beyond feasibility

ESPP Accelerator R&D Roadmap
including a
“feasibility study, mostly theory
and simulation driven”

at 190 GeV, with ≤135 nm emittance,
and 833 pC charge

Simulation costs must be reduced by orders of magnitude!

S. Diederichs | severin.diederichs@desy.de | EuroNNAc Special Topics Workshop | 20.09.22

Jorge Vieira, Maxence Thevenet | Euronnac - Special Topics | September 23th,  2022 

Quasi-static PIC simulations
Severin Diederichs

Motivation QED effects in Quasi-3D PIC

Outlook
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Single GPU easily outperforms many CPU cores
Benchmark and performance

S. Diederichs | severin.diederichs@desy.de | EuroNNAc Special Topics Workshop | 20.09.22
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QSA PIC and azimuthal decomposition

Fourier decomposition into higher order 
azimuthal modes

• First proposed by Lifschitz et al. for 
Calder Circ1
also implemented in open source code 
FBPIC2

• High accuracy for close-to-axisymmetric
problems

S. Diederichs | severin.diederichs@desy.de | EuroNNAc Special Topics Workshop | 20.09.22

Obtaining 3D physics at the cost of 2D simulations

QPAD4: QuickPIC+ Azimuthal Decomposition

• Large time steps due to QSA

• Reduced computational costs due to reduced geometry

• Laser envelope solver5: > 78& speedup

From [3]

[1] Lifschitz et al., JCP 228, 5 (2009)

[2] https://github.com/fbpic/fbpic

[3] https://fbpic.github.io/overview/pic_algorithm.html

[4] Li et al., CPC 261, 107784, (2020)

[5] Li et al., JCP 111599, (2022)

Page 29Page 29Page 29

Supercomputer landscape is evolving

Previously: Now:
GPUs: 
- Highly performant: 14 of the top 20 of the top500 GPU-based
- Energy efficient → reduce environmental impact
- Inherently massively parallel devices

- require specific code
→ portability layers

(expected 2022)

Fugaku

10s CPU cores

100s GB
à

10s CPU cores +
1000s GPU cores

10s GB

“Host” “Device”/accelerator

S. Diederichs | severin.diederichs@desy.de | EuroNNAc Special Topics Workshop | 20.09.22
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Outlook

1) Future developments needed and planned

Sustained, future-oriented code development needed: Open source, automated testing,
community standards (openPMD), portability
Focus on achieving roadmaps: mesh refinement

2) Do the planned activities address the requirements from funded projects (AWAKE, EuPRAXIA, …) and from 
various roadmaps for plasma accelerators? Are there urgent holes?

Yes, simulation activities are designed to meet these requirements!

3) Does simulations and theory require its own roadmap or is work adequately driven/supported through funded 
projects and through overall plasma accelerator roadmaps?

S. Diederichs | severin.diederichs@desy.de | EuroNNAc Special Topics Workshop | 20.09.22

Questions by the organizers
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Outlook

1) Future developments needed and planned

Sustained, future-oriented code development needed: Open source, automated testing,
community standards (openPMD), portability
Focus on achieving roadmaps: mesh refinement

2) Do the planned activities address the requirements from funded projects (AWAKE, EuPRAXIA, …) and from 

various roadmaps for plasma accelerators? Are there urgent holes?

Yes, simulation activities are designed to meet these requirements!

3) Does simulations and theory require its own roadmap or is work adequately driven/supported through funded 

projects and through overall plasma accelerator roadmaps?

Yes, otherwise we will soon need another “positron miracle”

“The needs for simulating (…) nm emittance bunches (…) require further development in this area.”

S. Diederichs | severin.diederichs@desy.de | EuroNNAc Special Topics Workshop | 20.09.22

Questions by the organizers

from C. Lindstrøm, PhD thesis, 2019
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Adoption of common standards: OpenPMD
Franz Poeschel
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Single GPU easily outperforms many CPU cores
Benchmark and performance

S. Diederichs | severin.diederichs@desy.de | EuroNNAc Special Topics Workshop | 20.09.22
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Heterogeneity through Standardized Data

➔ need to span di�erent time and length scales

➔ particle accelerator modeling requires multiple codes, 

collaborating in a data processing pipeline

➔ bridge heterogeneous models by standardization of data

Particle accelerators are complex:

Axel Huebl et al. “openPMD: A meta data standard for particle and mesh based data”. 2015. doi: 10.5281/zenodo.591699. url: https://openPMD.org

3

Heterogeneity through Standardized Data

openPMD standard 

� for particle-mesh data 

as communication layer

Particle accelerators are complex:

Axel Huebl et al. “openPMD: A meta data standard for particle and mesh based data”. 2015. doi: 10.5281/zenodo.591699. url: https://openPMD.org

7

openPMD powered Projects and Users

Data processing and visualization:
● openPMD-viewer (LBNL, DESY)

high-level python API & interactive jupyter notebook GUI

maintainer: R Lehe
● VisualPIC (DESY)

post-processing and visualization for particle-in-cell data

maintainer: A Ferran Pousa
● postpic (IOQ Jena)

post-processing and visualization for particle-in-cell data

maintainer: S Kuschel
● yt project (third party + HZDR: reader implementation)

framework for parallel analysis and visualization

maintainer: the yt team (HZDR: contribution)
● VisIt (LLNL)

parallel post-processing and 3D visualization

maintainer: LLNL (NERSC: contribution)
● ParaView (Kitware)

analysis and visualization

maintainers: Kitware (reader plugin by B Geveci and A Huebl)

Documents:
● openPMD standard (1.0.0, 1.0.1, 1.1.0)

the underlying le markup and denition

A Huebl et al., doi: 10.5281/zenodo.33624

Tools and converters:
● $le validators (HZDR, LBNL)

development scripts

maintainer: A Huebl, R Lehe
● XDMF creation (TU Dresden, HZDR)

xml meta le creation for (serial) reading in VTK

maintainer: HZDR
● HDF Compass (third party + HZDR: ADIOS 

implementation)

viewer for HDF5 les and related formats

maintainer: HDF Group (HZDR: contribution)

see also: https://github.com/openPMD/openPMD-projects


