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The HERD space missionThe HERD space mission
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HERDHERD is an international collaboration involving several institutes in Europe and China

Planned to be installed on-board the 
China’s Space Station (CSS)

The The HHigh igh EEnergy cosmic nergy cosmic RRadiation adiation DDetection facilityetection facility

HERD

HERD Scientific objectives 
 Galactic Cosmic Rays studies
 Indirect Dark Matter searches

 High Energy Gamma Ray Astronomy

Proton spectrum

HERD 5yrs
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Agenda
The HERD detectorThe HERD detector

Detecting particles from the top and from four lateral sides!

One possible PSD layout is 
composed by long scintillator 

bars coupled with Silicon Photo-
Multipliers on both ends 
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Hardware activities @ LNGSHardware activities @ LNGS

SiPM characterization

Looking for the best 
PSD configuration...

Test of various 
scintillating materials

and geometries

1 photon

2

3
4 5
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Software activities @ GSSISoftware activities @ GSSI

Simulation of various SiPM characteristics

Scintillation photons Evaluation of the best PSD 
configuration by varying:
● Scintillator shape, size, material
● Wrapping thickness and material
● SiPMs size, position, type

SiPM

Before corrections
After correction 1
After correction 2
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Software activities @ GSSISoftware activities @ GSSI

Simulations of the Simulations of the 
HERD detectors HERD detectors 

using CAD modelsusing CAD models

Simulated spectrumSimulated spectrumSimulated spectrumSimulated spectrumTheoretical spectrumTheoretical spectrumTheoretical spectrumTheoretical spectrum

Simulation of Sr90 radioactive decay

●Hermeticity studiesHermeticity studies
●Avoid particles mis-identificationAvoid particles mis-identification
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Preparation for the beam test Preparation for the beam test 
in October - November 2021in October - November 2021

2 perpendicular layers of 14 bars each

To be tested at CERN SPSTo be tested at CERN SPS

Thanks for the attention!Thanks for the attention!
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Filippo BaruffaldiiMPACT (innovative Medical Proton Achromatic Calorimeter and Tracker)

Segmented
Scintillator

Calorimeter

Silicon monolithic
Pixel Tracker

Proton beam

• iMPACT (University of Padova, INFN and H2020 ERC) project aims at developing a high-
resolution, high-speed (109 particles in < 10 s over 100cm2) proton tomography scanner.

• Medical Application; 200-250 MeV protons.

Why pCT?

Group components:
• P. Giubilato (Professor)
• F. Baruffaldi (PhD student)
• D. Chiappara (PhD student)
• J. Wyss (Professor)
• D. Pantano (Technician)
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Filippo Baruffaldi

• The Monolithic Pixel Silicon
Sensor ALPIDE ( 𝟑𝟎 ×
𝟑𝟎 𝛍𝐦𝟐) pixels, developed for
the ALICE detector upgrade) is
the current solutions for
prototyping the proton
tracking system

• New design (INFN-ARCADIA)
are being developed.

iMPACT (innovative Medical Proton Achromatic Calorimeter and Tracker)

ALPIDE «stave»

x-y scintillator
planes

2
0

cm

• A highly segmented
range calorimeter will
be used to estimate
the proton residual
energy;

• Scintillating elements
are long and thin PVT
(Poly-Vinyl Toluene)
fingers 20 cm ×
1 cm × 0.5 cm;

• 3mm× 3mm
Hamamatsu SiPM.



3 /5  ECS21 (04 october 2021) The iMPACT proton Tomography Scanner 

Filippo BaruffaldiThe iMPACT calorimeter

• The iMPACT calorimeter is a range calorimeter,
not an energy calorimeter:

• We want to obtain a 3D Map of the local Relative
Stopping Power (to water):

• The charged particle Range is equal to:

• Water Equivalent Path Length inside the object:

Total Range of protons in 
water (𝟐𝟎𝟎 − 𝟐𝟑𝟎 𝐌𝐞𝐕) 

(Equivalent) Range inside 
the calorimeter
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Filippo Baruffaldi

W/ object info wins > 80% of times over w/o object info

Track reconstruction - Results

Straight
line 

MonteCarlo
track

Object (water)

MLP 
reconstruction
without object

shape

Tracker 
planes

MLP 
reconstruction

with object
shape

• Maximize likelihood:

• Bayes Theorem:

Schulte, R. W., et al. "A maximum likelihood proton path formalism for application 
in proton computed tomography." Medical physics 35.11 (2008): 4849-4856.

Tracking
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Filippo BaruffaldiObject shape recognition

• Slice at 𝑧 = 0

• Slice at x = 0

• Only with angle informations (not Δ𝐸).

• Moliere theory of multiple scattering in AIR:

• Integration of tails above 1; 2; 3 × 𝜎𝜃



VALENTINA BIANCACCI

Department of Physics and Astronomy, University of Padua
PhD School in Physics –XXXV Cycle

valentina.biancacci@pd.infn.it



Gerda experiment - Legend experiment

2

● Upgrade of the existing infrastructure of GERDA experiment
● ~200 kg of detector mass: 35 kg from GERDA + 30 kg from MJD + 140 kg which are 

new
● Reduction of the BI of a factor 5 w.r.t. GERDA Phase II goal

GERmanium Detector Array

● Installed at INFN Laboratori Nazionali del
Gran Sasso (LNGS) 

● Up to 41 enriched detectors deployed
● Two data taking periods with an upgrade in 

between.
Water tank:  neutron 
moderator/absorber muon Cherenkov veto

LAr cryostat:  coolant shielding

LAr veto:  shrounds with scintillating 
fibers for the detection of the light

Detectors array:  string of 
naked enriched germanium detectors

Lock system:  for the deployment 
of the Ge detectors

searching for the neutrinoless 
double beta decay of 76 Ge

Large Enriched Germanium Experiment for Neutrinoless double-beta Decay

Gerda

Legend-200



Active volume characterization

3

In addition to the fully active volume (FAV), around the surface of 
the detector there is the full charge collection depth (FCCD).
It consists of:
• dead layer (DL) = zero charge collection;
• transition layer (TL) = partial charge collection.

groove

bore-hole

FCCD

1. MC simulations are created through g4simple tool.
2. Starting from raw MC, generate subsequent spectra 

for different FCCD thicknesses.
3. Compare post-processed simulations and data by 

constructing a sensitive observable.

distance to surface 
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Simulations Data

Post 
Processing

Analysis

workflow

ignored at first order (FCCD=DL)



G4simple simulations and results
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G4simple is a simple Geant4 simulation suite developed by the Legend collaboration.
● Lead castle

○ Aluminium alloy* cryostat

■ Enriched germanium detector
■ Aluminium alloy* holder
■ HD1000 wrap

○ Acrylic source holder

■ Acrylic/HD1000 source

Comparison between data and post-processed MC 
simulations by a FCCD sensitive observable

fccd (mm)

data
g4simple simulation
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● Analysis range: [45, 160] keV

● Define test statistics tS:

Study the test statistic to extract best-fit FCCD/DLF + 
Confidence Intervals

lower 
S/B

hi
gh

 S
/B

Classic frequentist construction
● Build MC expected pdfs, 2D discrete grid varying FCCD x DLF
● Determine best-fit on data (Likelihood profile)

With ensemble of 104 toy experiments
● Ability to distort toys according to systematics
● Check shape of tS distribution
● Check distribution of best-fit parameters
● Determine 68% intervals by computing tS critical threshold

The shape of the 39Ar spectrum mainly depends on the FCCD and DLF

39Ar - a tool for the FCCD determination



Preliminary checks and results
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● Check on the distribution and correlation between 
parameters

● Profile likelihood obtained from the data
● Critical threshold (68% CL) of the ts

w/o systematics
only bkg
all systematics - no bkg
all systematics

FCCD



Summary
This work is focusing on the characterization of germanium detectors using two 
different approaches:

1) Direct comparison between data taken in lab and post-processed MC 
simulations which simulate the lab apparatus.

2) Study the 39Ar shape generating expected PDFs with different parameters 
values.

I’m dealing with large amount of data, many of them are stored in cluster.

7

efficient C++ programming cluster 
computing

GPU usage for ML



Research activity and interests 
in scientific computing

Marco Bortolami – PhD student in Physics

ESC 2021 - Bertinoro

Billi Matteo
Bortolami Marco

Gruppuso Alessandro
Natoli Paolo
Pagano Luca



The Cosmic Birefringence effect

• Fundamental interactions: gravitation, electromagnetism, strong, weak

• Parity violating addition to standard electromagnetism: new Physics!

• Vacuum rotation of linear polarization plane by α (CB angle)

• Polarized light from distant sources: cosmic microwave background, 
the most ancient light emitted in the history of our Universe!

Credits: Y. Minami/KEK

Carroll  et al., Phys. Rev. D 41, 1231 (1990)

https://www.youtube.com/watch?v=TY-VWQRwssQ



Cosmic Birefringence with sky patches

Planck Collaboration, Planck 2018 results. VI. Cosmological parameters

deg

Healpy, pymaster, mpi4py

Idea: estimate CB isotropic angle in sky patches, then study its features
<>

New parallel data analysis pipeline:
1. Patches selection
2. File decomposition
3. Spectra + cov.
4. CB angles
5. CB spectra and constraints



Overview of future work + interests

• Future work: implementation of simulation pipeline
• Modelling of future CMB experiments' systematic effects

• Propagation of the effects to the observed maps

• Need of fast and accurate pipeline

• Interests:
• Modelling of experiments

• Efficient pipeline development for scientific applications

• Parallel computing

• Usage of HPC

https://www.oas.inaf.it/it/progetti/litebird-it/

Thank you!



TriDAS

Ce.U.B. Bertinoro, 4 – 9 October 2021

12th School on Efficient Scientific Computing

Laura Cappelli1, Tommaso Chiarusi2, Francesco Giacomini1, 
Carmelo Pellegrino1

¹ INFN-CNAF, ² INFN Bologna
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The born of TriDAS

Reference
Chiarusi T. et al, The Trigger and Data Acquisition System for the KM3NeT-Italy neutrino telescope, Journal of Physics: Conference Series (2017) 

• Designed for streaming read-out of Astro-particle 
Physics events (NEMO project)

• TriDAS characteristics:
• Multithreading software written in C++

• scalable and modular

• State machine driven process

• flexible design

• with a minimal effort is adaptable to a beam-based 
experiment
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TriDAS @ JLab

• TriDAS was used in a triggerless prototype system at the 
Jefferson Lab

• A new read-out system is needed for the HI-LUMI upgrade

• Collect data from the Hall-B detector

• Integrated with CODA DAQ system and JANA2 framework

• In summer 2020 the prototype system was successfully tested 
on Forward Tagger sub-detector

• The system is being used as the basis for developing a larger 
system for the entire CLAS12 experiment

Reference
Ameli F. et al, Streaming Readout of the CLAS12 Forward Tagger Using TriDAS and Jana2 , EPJ Web of Conferences (2021)
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TriDAS in 2021

• Main effort: developing a new TriDAS version
• Update C++ version

• General review of each component

• Update and improve the software dependencies

• ZeroMQ, Boost, CMake, Docker, …

• Updating TriDAS for receiving data in a new format

• Implementing a new monitoring system

• Testing in Hall-B the new changes

• Goal: TriDAS – ERSAP integration
• ERSAP, or Environment for Realtime Streaming Acquisition and Processing, is a micro-services architecture for data-

stream acquisition and processing under developing at Jlab

• Might be the entire new software for the CLAS12 experiment



QUESTIONS?

laura.cappelli@cnaf.infn.it

@lauraCappelli8



TIME SERIES ANALYSIS AND ELECTRONICS

Michele Castelluzzo

Bertinoro
October 4th-9th, 2021

Department of Physics
University of Trento

NSE
Nonlinear

LAB

Systems &
Electronics

Efficient Scientific Computing school



Correlation in nonlinear time series
w

Significance of correlations 
evaluated via 
surrogates method

Finding links and estimating connectivity 
strength via moving windows of cross-
correlation

2/5



Brain connectivity1

Analysing the relation between 
connectivity strenght and 
geometric distance

MEG recording

Source
reconstruction

1M. Castelluzzo, A. Perinelli, D. Tabarelli, L. Ricci, in Frontiers in Physiology, 11, 611125 (2021)
3/5



Making chaos2

Electronic implementation of the Minimal Universal Model 
for chaos

2L. Ricci, A. Perinelli, M. Castelluzzo, S. Euzzor, R. Meucci, in International Journal of Bifurcations and Chaos, 31, 2150205 (2021)
4/5



My colleagues

NSE
Nonlinear

LAB

Systems &
Electronics

- Leonardo Ricci (Lab head)
- Michele Castelluzzo (PhD student)

- Alessio Perinelli (Post-Doc, former PhD 
student at NSE)

5/5



ARCADIA project for 
innovative silicon trackers

Davide Chiappara - UNIPD - INFN-PD
4 October 2021

1



ARCADIA project for innovative silicon trackers Davide Chiappara

ARCADIA

2
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ARCADIA as MAPS

3

END OF COLUMN

DAQ

Computer

Matrix

Signal is created and 
charge information is 
turned to voltage 
information

EOC asks for the 
readout of a single 
pixel and resets it

The rest of the chain 
amplify the signal 
and make it human 
readable

Name ARCADIA Goal ALICE - 
ALPIDE

Power 
consumption

10 mW/cm2 40 mW/cm2

Pixel pitch 25 um 28 um

Matrix area 12.8 mm x 12.8 mm 
(scalable up to 25 mm 
x 50 mm and beyond)

15 mm x 30 
mm

Hit Rate 100 MHz/cm2 6 MHz / cm2

Timing 
resolution

O(1 us) 2 us



ARCADIA project for innovative silicon trackers Davide Chiappara

ARCADIA: data analysis

4

Successful readout in > 99% cases
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ARCADIA Hash: actual implementation

5

Mathematical 
modeling

Physical space 
modeling

System Verilog 
code



-

Louis D’Eramo[1]  
[1]Northern Illinois University

22/06/2020

Using tracks for triggering: a 
computing challenge

ESC 2021
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14.3 Overview of the Evolved System Architecture

(a) Baseline TDAQ System with a single-level hard-
ware trigger.

IQQeU TUackeU CalRUiPeWeUV MXRQ S\VWeP

GlRbal TUiggeU

L0CTP

DaWaÁRZ

PeUPaQeQW
SWRUage

ReadRXW

L1TUack

EYeQW
PURceVVRU

L0CalR L0MXRQ

MUCTPI

L1CTP

EYeQW FilWeU

gHTTPURceVVRU
FaUP

RRIE

ITk daWa (Ma[ 4 MH])

ReadRXW daWa (1 MH])

L0 acceSW VigQal

TUiggeU daWa (40 MH])

RegiRQal ReadRXW ReTXeVW

OXWSXW daWa (10 kH])

ReadRXW daWa (800 RU 600 kH])

L1 acceSW VigQal

gHTT daWa (100 kH])
EF acceSW VigQal

(b) Evolved TDAQ System with a two-level hardware
trigger.

Figure 14.4: Diagram of the evolved TDAQ System in Phase-II with a two-level hardware trigger
(b), compared to the single-level hardware trigger configuration (a). The additional components
in the evolved system are shown in light blue: the RoIE within the Global Trigger, L1Track, and
L1CTP. For the ITk strip detector, the regional data will be produced by FE electronics then sent
out via FELIX, while for the ITk pixel detector outer layers (Layers 2-4) and the forward rings,
the regional data will be extracted from the full Level-0 data stream in FELIX, then sent out. The
remaining full detector data is sent after a L1A. Direct connections between each Level-0/Level-1
trigger component and the Readout system are suppressed for simplicity.

400

Why tracks matter for triggering

2

With increased number of interactions per bunch 
crossing, the High Luminosity phase of the LHC implies 
harsher conditions for the trigger system. 

The track reconstruction could bring further 
discrimination but rely on time and ressource 
intensive algorithms.
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Principle of track triggers

3

Tracks estimated parameters can be computed on 
FPGA from the hit positions and sets of pre-computed 
constants :

However, the constants can be highly non linear:

‣ Divide the detector in sub-regions where linear 

approximation is correct.

Similarly a first fit quality can be measured to make a 
first track rejection:

Hit association1

To speed up the process, the algorithm is broken into sub-tasks :

Track fitting2

Goal: find connected hits to form a track 
candidate

➤ Via pattern matching and associative memory 

➤ Via Hough Transform and FPGA

13.4 Functional description of HTT

Wild cards When a pattern has fewer than eight layers hit, the missing layers are marked
as wild cards in the pattern. In the pattern matching stage, wild cards are always considered
to match. The missing hits in the training muon tracks is usually due to the particle passing
through an inactive part of the detector. Figure 13.5 shows where there are missing hits
in the silicon strip sensors on both sides of a stave as a function of h and z0. In the left
hand plot, the gaps between the silicon strip sensors can be clearly seen, since the gaps are
aligned for tracks travelling almost vertical away from the beamline in this h range. The
pattern bank for this range has around 150k out of a million patterns with two wildcards.
In the right-hand plot, no correlation can be seen since tracks at the larger h that go through
a gap on one side of the stave hit the edge of the module on the other side. The pattern
bank for this range has only 17k out of a million patterns with two wildcards.
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Figure 13.5: Correlation between missing hits on opposite sides of the same stave in the ITk strips
in the h range 0.1-0.3 on the left and 0.7-0.9 on the right.

Since missing hits due to non-geometrical inefficiencies are rare, patterns with accidental
DC bits would have a low “popularity” and would be unlikely to make the cut on the
number of patterns described below.

Wild cards are only used to account for inefficiencies due to detector geometry, not to reduce
the size of the pattern bank required. For the latter, variable width superstrips are used as
described above.

13.4.3 Track fitting

First-stage track fitting Track fitting is implemented in firmware and performed in an
FPGA in the PRM. The firmware implementation will be discussed 13.6. It takes the full-
resolution hits from the roads passed by the pattern matching and calculates the track
parameters and c2 of the fit. The track parameters pi are calculated using a linear inter-
polation:

pi =
N

Â
j=1

Cijxj + qi , (13.1)

352

13.4.3 Track fitting

where xj are the full-resolution local cluster coordinates and (Cij , qj) are constants that are
unique for each sector, where a sector is defined as a combination of one module from each
of the 8 layers used in the first-stage processing. The constants are determined from a large
sample of simulated muon tracks with the same parameter ranges and distributions as
those used in generating the patterns (see section 13.4.2). The quality of the fit is evaluated
using a linearised c2 method which is fast to compute with FPGAs:

c2 =
N�5

Â
i=1

⇣ N

Â
j=1

Aijxj + ki

⌘2
, (13.2)

where Aij and ki are additional constants needed per sector. Several thousand sectors, each
with its one sets of constants, are required for fitting a h ⇥ f = 0.2 ⇥ 0.2 region. Each
sector consists of multiple sets of constants to cover possible wildcard configurations in the
pattern banks. Without any compression or optimisation, a 0.2 ⇥ 0.2 region requires about
40 million coefficients, which need to be stored either in external memories on the PRM
or in the internal FPGA memory. Preliminary studies to reduce this number indicate that
significant savings are possible.

Second-stage track fitting The second-stage fitting is performed in a FPGA on the TFM.
For each track the TFM calculates the 5 helix parameters and the c2 of the fit. The TFM
receives through the SSTP the 8-layer tracks from 6 PRM cards and all the hits from the
detector layers not used by the PRM. There are two main functions carried out on the TFM:
the Extrapolator and the Track Fitter. The Extrapolator finds the hits on the additional
silicon layers that are close to a PRM track, starting from the clusters associated to the first-
stage track. The Track Fitter fits the hits on the PRM track with each combination of hits on
the other layers and applies a c2 cut. Those track candidates passing the cut are sent to the
SSTP where duplicate track removal is carried out before sending the tracks to the Event
Filter.

The first step in the Extrapolator process is the Data Organiser, which is a database built
on the fly that stores the hits for each detector layer so that those near a PRM track can be
rapidly retrieved without having to scan the full hit list. The Extrapolator uses the hits in
the PRM track, along with the detector sector the track is in, to define regions in the other
layers in which to search for hits. Those hits along with the PRM track are sent to the Track
Fitter. For each track candidate, the Track Fitter carries out linear calculations to determine
each of the helix parameters and the c2 of the fit (Equations 13.1 and 13.2). The inputs to
the calculation are the hit coordinate in each detector layer and a set of pre-stored constants
that differ for each sector of the detector.

353

13.5.2 Track-Fitting Performance

Table 13.3: First-stage track fitting performance for 0.7 < h < 0.9 region at < µ >= 200. All
numbers are averages per event.

particle min pT Eff. (%) # roads # fits # tracks # tracks # fit constants
c2 < 40 HitWarrior

muon 1 GeV 99.5 144 1115 55 4.6 73
muon 2 GeV 99.1 79 586 23 1.9 40
muon 4 GeV 99.2 48 313 16 1.2 23

jets 1 GeV 195 1519 77 6.2 97
jets 2 GeV 104 804 29 2.4 52
jets 4 GeV 51 344 13 1.1 26

min-bias 1 GeV 110 842 38 3.6 58
min-bias 2 GeV 48 359 6 0.8 27
min-bias 4 GeV 21 133 1 0.2 12

Table 13.4: First-stage track fitting performance in jets at < µ >= 200 (pT > 2 GeV studied in
0.7 < h < 0.9, and extrapolated from 4 GeV to 2 GeV in other regions). All numbers are averages
per event.

h range # roads # fits # tracks # tracks # fit constants
c2 < 40 HitWarrior

0.1 < h < 0.3 170 1521 60 3.3 75
0.7 < h < 0.9 104 804 29 2.4 52
1.2 < h < 1.4 170 1402 71 4.8 90
2.0 < h < 2.2 65 240 64 3.7 20

Results for first-stage fitting in gHTT is shown for jets in Table 13.5 and for minimum bias
in Table 13.6. The performance is extrapolated from 4 GeV to 1 GeV in the same way as for
the first-stage track fitting in rHTT.

Table 13.5: First-stage track fitting performance in jets at < µ >= 200 (pT > 1 GeV studied in
0.7 < h < 0.9, and extrapolated from 4 GeV to 1 GeV in other regions). All numbers are averages
per event.

h range # roads # fits # tracks # tracks # fit constants
c2 < 40 HitWarrior

0.1 < h < 0.3 314 2874 159 8.5 138
0.7 < h < 0.9 195 1519 77 6.2 97
1.2 < h < 1.4 324 2649 189 12 167
2.0 < h < 2.2 125 454 171 10 37

357
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Using Hough Transform for hit association

4

There is a unique relationship linking the 
radius  and  angle of the measured hits 
and the track's transverse momentum  
and  coordinate: 

rh ϕh
pT

ϕt

Therefore hits belonging to the same track 
must cross at the same point in the ( , q/pt) 
space.

ϕt

4.1 The Hough Transform Algorithm 41

track 00

q/pT

654
3

2
1

track 
candidate

track 
candidate

track candidate

T

T

a b

c d

Fig. 4.2 Illustration of the HT. a shows the trajectory of a single particle and the stubs that it
produces in the Cartesian x − y plane. b shows the same six stubs as lines in (q/pT,φ0)-space.
Here each stub is represented by a straight line, and the point where the lines intercept both identifies
a track, and determines its (q/pT, φ0) parameters. c shows the same six stubs in Hough space once
subject to the transformation rT = r + T . Figure d shows the digitised version of (c), where the
Hough space is represented as an array. In d, the stub bend values are used to restrict the binning
range in q/pT

where the track parameters are now (q/pT,φT ), whereφT is the trackφ at a chosen
radius T . In this new Hough-space, the stub-line gradient is proportional to rT , so
can be either positive or negative, as depicted in Fig. 4.2. The use of both negative
and positive stub-line gradients improves the precision with which the intersection
point can be measured, resulting in fewer mis-reconstructed or duplicate tracks.

To implement the HT algorithm in FPGA logic, it is necessary to subdivide the
Hough-space into an array of cells, with an array range |q/pT| < q/pmin

T in one axis
(where for our purposes pmin

T = 2 or 3GeV), andφmin
T < φT < φmax

T in another axis.
Stubs are binned into any cell that their stub-line passes through, and a cell with a
certain number of hits can be marked as a track candidate. In general, the finer the
array granularity, the more effective the HT (fewer combinatorial fakes). It has been
found, however, that the cell size (or array granularity) could not be reduced beyond
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2.4 Demonstrators

plane will form a straight line in the qA/pT-ft plane:603

qA
pT

=
sin (ft � fh)

rh
. (2.1)

The intersection of N lines, where N is a configurable threshold, indicates that the given
set of hit clusters are consistent with coming from the same charged particle track. This604

qA/pT-ft space is frequently referred to as an "accumulator". This approach is intrinsically605

two-dimensional (2D) and assumes that the charged particles originate from the origin; in606

order to include additional z-information due to the spread of the beamspot, one can repeat
the 2D scan in “slices" in the z-direction, as described below.607

The nominal strategy for the Hough Transform firmware implementation is to define the
accumulator for an h ⇥ f = 0.2 ⇥ 0.2 region with a given binning in qA/pT and ft. Thus,608

for full h � f coverage (|h| < 4.0), 1280 regions can be defined across the detector. The609

nominal number of tracker layers used is eight, though this can be optimized in the future.610

In the central barrel, these layers are comprised of the outermost pixel layer, the inner side
of the first strip layer, and both sides of the remaining strip layers.611

The nominal choice to use the outer layers is based on the relative occupancy of the ITk. In
order to handle the inner layers, a Hough-like scan in both pT and d0 would be required, as612

the requirement of 2 mm impact parameter coverage causes significant f shifts in the inner
pixels.613

An example Hough transform “image" for single muons, without and with pileup, is shown
in Figure 2.12. This figure illustrates the challenge presented by the HL-LHC environ-
ment.614
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Figure 2.12: Hough transform images of a single muon at true ft = 0.43, q/pT = 0.52 in a single
z-slice, (a) without and (b) with pileup. The single muon candidate is reconstructed by the Hough
transform pattern recognition; additional hit combinations from pileup can also be observed.

A first step in tackling the large detector occupancy of the HL-LHC is dividing an h � f
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plane will form a straight line in the qA/pT-ft plane:603
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. (2.1)

The intersection of N lines, where N is a configurable threshold, indicates that the given
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two-dimensional (2D) and assumes that the charged particles originate from the origin; in606

order to include additional z-information due to the spread of the beamspot, one can repeat
the 2D scan in “slices" in the z-direction, as described below.607

The nominal strategy for the Hough Transform firmware implementation is to define the
accumulator for an h ⇥ f = 0.2 ⇥ 0.2 region with a given binning in qA/pT and ft. Thus,608

for full h � f coverage (|h| < 4.0), 1280 regions can be defined across the detector. The609

nominal number of tracker layers used is eight, though this can be optimized in the future.610

In the central barrel, these layers are comprised of the outermost pixel layer, the inner side
of the first strip layer, and both sides of the remaining strip layers.611

The nominal choice to use the outer layers is based on the relative occupancy of the ITk. In
order to handle the inner layers, a Hough-like scan in both pT and d0 would be required, as612

the requirement of 2 mm impact parameter coverage causes significant f shifts in the inner
pixels.613

An example Hough transform “image" for single muons, without and with pileup, is shown
in Figure 2.12. This figure illustrates the challenge presented by the HL-LHC environ-
ment.614
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Figure 2.12: Hough transform images of a single muon at true ft = 0.43, q/pT = 0.52 in a single
z-slice, (a) without and (b) with pileup. The single muon candidate is reconstructed by the Hough
transform pattern recognition; additional hit combinations from pileup can also be observed.

A first step in tackling the large detector occupancy of the HL-LHC is dividing an h � f
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Louis D'Eramo (NIU) -                   - Using tracks for triggering30/09/2021

Challenges and future developments

5

Effects of displaced tracks:
The Hough equations can be adapted to 
account for tracks originating for displaced 
vertex 

Useful for SUSY 
signatures, b-
tagging...

Rejecting the fake and pile-up tracks
Several methods imagined to remove 
duplicate tracks (hit sharing) and fake 
tracks: 
➤ Performing a simple  cut to select 

good quality tracks; 
➤ Using Machine Learning algorithms on 

FPGA to remove fake hit combination 
and apply overlap removal.

χ2

Binning of the Hough space

Other commercial solutions
Important new 
developments 
to reduce the 
tracking time 
on CPU and/
or using 
GPUs. 
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Figure 2.18: Throughput increase as a function of the number of Athena worker threads when exe-
cuting only ID reconstruction algorithms.

GPU 
Track Seeding

86.7%
Conversion CPU→GPU 5.1%

Conversion GPU→CPU 0.9%
Data Transfer 1.3%

IPC 5.9%
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13.3%

Inner Detector Track Seeding on GPU

Total 88 ms

(a)

GPU 
Clustering

54.3%

Conversion CPU→GPU 4.2%

Conversion GPU→CPU 23.4%

Data Transfer 2.1%

IPC 16.0%

Other 
45.7%

Calorimeter Clustering on GPU

Total 44 ms

(b)

Figure 2.19: Breakdown of the time per event (measured on the Kepler system) for (a) inner detector
track-seeding and (b) calorimeter clustering offloaded to a GPU for the kernels running on the GPU
and the overhead associated with offloading the work (other). The overhead comprises the time to
convert data-structures between CPU and GPU data-formats, the data transfer time between CPU
and GPU and the Interprocess communication (IPC) time that accounts for the transfer of data
between the Athena processes and the process handling communication with the GPU.

50

Due to the resolution effects of the measurements 
and the small shifts in the interaction point, the 
binning of the Hough space has to be fine tuned:
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One accumulator for each chosen layer

One set of 
accumulators 
for each z 
slice
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(a)

Figure 2.13: Example options available for the Hough transform optimization. The Hough trans-
form runs on a set of chosen silicon layers. Accumulators are filled for each of these layers, and
evaluated for a given number of slices along the z direction. Each accumulator can have an arbitrary
number of bins in the f and q/pT dimensions, and can be "padded" with extra bins beyond the
nominal values to not lose efficiency near region edges. For each q/pT bin, all f values consistent
with a point in the q/pT range are filled. In addition, to maintain high efficiency, particularly for
non-prompt tracks, an extra "hit extension" can be added such that n extra bins on either side in f
are filled. The hit extensions can be set separately for the accumulators of each layer.

reduce the number of input points to the pattern recognition. Studies indicate that
these techniques can be reasonably robust against radiation damage.644

• For each track candidate, track parameters as well as identifiers for and positions of
the clusters associated with that candidate, are sent to the EF CPU to be used in an645

extension to layers not considered in the FPGA (parameters) and as part of the final
precision track fits (associated hit clusters).646

The number of track candidates per event exiting the FPGA accelerator determines the
overall CPU usage for the precision fit. An important area of system optimization is the647

precise determination of this boundary between functionality performed in hardware ver-648

sus software (including track extrapolation, duplicate and fake track removal, and the track649

fitting strategy). The default scenario considered here is one where the full track extension650

and 13-layer fit is done in the FPGA, followed by only the final precision fit in CPU for the
final rejection. Other options are discussed in Section 2.5.4.651
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1    G. De Pietro

I am a PostDoc at INFN Roma Tre since April 2020.

I work in High Energy Physics: I joined the Belle II collaboration in 2015 and now
I am involved (not only) in:
g

- dark sector physics;
g

- Klong and Muon subdetector;
g

- software development and management.

depietro@Lenovo:~$ whoami

how Belle II sees me

mailto:depietro@Lenovo


  

2    G. De Pietro

What is Belle II
Belle II

e+

damping ring
e+/e

linear injector

e+  4GeV 2.8Ae 7GeV 2.0A

Trigger rate limits:
Hardware: < 30 kHz
Software: < 10 kHz

Electromagnetic Calorimeter (ECL):
CsI(Tl) crystals, waveform sampling to measure 
time, energy, and pulse-shape.

Vertex detectors (VXD):
2 layer DEPFET pixel detectors (PXD)
4 layer double-sided silicon strip detectors (SVD)

Central drift chamber (CDC):
He(50%):C2H6 (50%), small cells,
fast electronics

Particle Identification (PID):
Time-Of-Propagation counter (TOP) (barrel)
Aerogel Ring-Imaging Cherenkov Counter (ARICH) (FWD)

KL and muon detector (KLM):
Resistive Plate Counters (RPC) (outer barrel)
Scintillator + WLSF + MPPC (endcaps, inner barrel)

Magnet:
1.5 T superconducting

electrons

positrons

Core physics program:
- B physics
- tau physics
- quarkonia/spectroscopy
- dark sector physics



  

3    G. De Pietro

What I am doing: physics

I play with Belle II data looking for dark sector / dark matter signatures.

From the past (subject of my PhD thesis):

From the present:

This may look easy…
Unless it’s the first physics analysis 

done with a new detector!

Dark Higgsstrahlung
(with Dark Photon 
decaying into muons)

μ-, τ-μ+, τ+ Visible decays of our 
friendly Z’ boson



  

4    G. De Pietro

What I am doing: software

Since roughly one year I am the software release manager of Belle II:
- I regularly tag minor/patch releases when necessary;
- I have to coordinate with (many) groups for making sure a release contains what’s expected;
- I must ensure that performance and backward compatibility are preserved.

Since few months I am the deputy software coordinator of Belle II:
- together with the coordinator, I follow many (long-term) projects for improving our software;
- I am the administrator of our software-oriented collaborative tools:

- git repositories on Stash; software pipelines on Bamboo; etc.



  

5    G. De Pietro

What I am doing: software

Some of the ongoing projects I am coordinating:

Faster software (crucial for taking data
at higher luminosity)

Better documentation

Open source (https://github.com/belle2/basf2)



  

Directional Dark Matter searches with 
CYGNO/INITIUM

G. Dho

Gran Sasso Science Institute, L’Aquila, Italy

ESC 21 School October 4-9 2021



  

CYGNO

G. Dho 1

• Dark Matter is a well established paradigm of modern
  physics, even though it has not been positively detected yet.

• CYGNO is the project of a directional detector, whose main goal is the direct detection 
  of Dark Matter

For the direct detection, it uses a 
material ( He:CF4 gas) as target and 

looks at its recoils

Detectable 
recoiling 
nucleus

Dark 
Matter 
particle

Fluorine recoil 
angular 

spectrum

26,6% 
DARK 

MATTER
(DM)

68,5% 
DARK 

ENERGY
(DE)

4,9% 
BARYONIC 

MATTER

0,01% 
γ+ν

The directionality information can 
provide:

Means of positive discovery

Better background discrimination 



  

CYGNO

G. Dho 2

TPC

sCMOS camera

Energy
 x-y coordinate

Energy
 z coordinate

PMT



  

CYGNO

G. Dho 2

TPC

Triple GEM  

sCMOS camera

Energy
 x-y coordinate

Energy
 z coordinate

PMT



  

Image Analysis

G. Dho 3

• The data to analyse is made of pictures with tracks to be recognized and characterized:

- Not simple to define tracks limits as local 
   ionzation density can vary a lot

- Quantities as direction of the tracks need 
   complex algorithms

- 2304x2304 pixels images need optimization not 
   to take long time to be analyzed



  

CYGNO DAQ

G. Dho 4

• C++ object oriented framework that needs to control

• Some online data analysis is foreseen to be included and needs to be optimized to avoid 
  dead time

• Possible switch to GPUs for online analysis

Camera
Time response O(100s) ms

Trigger logic and acquisition
Time response O(100s) ns

High voltage supply



GPU and performance portability :
a high energy physics use case

Sylvain Joube - PhD student

1

LISN  Université Paris Saclay :
Joël FALCOU

ESC 2021, oct. 2021 

IJCLab  CNRS :
David CHAMONT
Hadrien GRASLAND



SYCL

2

Interface for parallel programming
Multiple implementations



SYCL memory models

Unified Shared Memory (USM)

- “USM device” : located on GPU, explicit transfer
- “USM host” : host-pinned, GPU-accessible
- “USM shared” : implementation decides data location

Buffers and accessors

- Dependency graph between tasks (kernels)

3

CPU main memory

GPU GPU memory
copy

access



Current research activity

4

Parallel computing on GPU

SYCL performance portability across :
- Implementations
- Architectures

Current focus on SYCL memory managment

High energy physics use case (LHC1, ATLAS2 experiment)

Submitted abstract to ACAT’211

1LHC : Large Hadron Collider, CERN, https://home.cern/science/accelerators/large-hadron-collider
2ATLAS experiment : on LHC, CERN, https://atlas.cern/
3ACAT’21 workshop : https://indico.cern.ch/event/855454/



Links
My (very WIP) github : https://github.com/SylvainJoube/SYCL_tests

hipSyCL : https://github.com/illuhad/hipSYCL

SYCL : https://www.khronos.org/sycl

Data Parallel C++ : https://software.intel.com/content/www/us/en/

                          develop/tools/oneapi/components/dpc-compiler.html

5

Thank you !
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