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Current Status of low-energy nuclear physics
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I) Understanding the nuclear force
QCD-derived; 3-nucleon forces (3NFs)
First principle (ab-initio) predictions

Composite system of interacting fermions
Binding and limits of stability
Coexistence of individual and collective behaviors
Self-organization and emerging phenomena
EOS of neutron star matter

Experimental programs
RIKEN, FAIR, FRIB, ISAC…

Stable nuclei

Unstable nuclei

r-process path…
II) Nuclear correlations
Fully known for stable isotopes
[C. Barbieri and W. H. Dickhoff, Prog. Part. Nucl. Phys 52, 377 (2004)]

Neutron-rich nuclei; Shell evolution (far from stability)

• ~3,200 known isotopes
• ~7,000 predicted to exist
• Correlation characterised

in full for ~283 stable
Nature 473, 25  (2011); 486, 509 (2012)

III) Interdisciplinary character
Astrophysics
Tests of the standard model
Other fermionic systems:

ultracold gasses; molecules;
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Il gruppo si interessa principalmente di problemi teorici di struttura nucleare:
a) dell’interazione forte che agisce in maniera efficace tra i nucleoni;
b) delle opportune tecniche per sistemi fermionici a molti corpi, che consentono di

studiare e comprendere la ricca fenomenologia nucleare.

• Il gruppo ha una posizione di leader in molti di questi studi, come
testimoniato da recenti articoli di rassegna

• ~30 articoli, ~10 tesi (2020-2021)
• Ha numerose collaborazioni nazionali ed internazionali (> 10 Università e
istituti di ricerca in Europa, Cina, Giappone, USA).
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a b s t r a c t

In this review article we discuss the present status of direct nuclear reactions and
the nuclear structure aspects one can study with them. We discuss the spectroscopic
information we can assess in experiments involving transfer reactions, heavy-ion-
induced knockout reactions and quasifree scattering with (p, 2p), (p, pn), and (e, e0p)
reactions. In particular, we focus on the proton-to-neutron asymmetry of the quenching
of the spectroscopic strength.
©2021 TheAuthors. Published by Elsevier B.V. This is an open access article under the CCBY

license (http://creativecommons.org/licenses/by/4.0/).
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  From here you can download a public version of my self-consistent Green’s function (SCGF) code for
nuclear physics. This is a code in J-coupled scheme that allows the calculation of the single particle
propagators (a.k.a. one-body Green’s functions) and other many-body properties of spherical nuclei.
   This version allows to:

- Perform Hartree-Fock calculations.
- Calculate the the correlation energy at second order in perturbation theory (MBPT2).
- Solve the Dyson equation for propagators (self consistently) up to second order in the self-energy.
- Solve coupled cluster CCD (doubles only!) equations.

  When using this code you are kindly invited to follow the creative commons license agreement, as
detailed at the weblinks below.  In particular, we kindly ask you to refer to the publications that led the
development of this software.

Relevant references (which can also help in using this code) are:
   Prog. Part. Nucl. Phys. 52, p. 377 (2004),
   Phys. Rev. A76, 052503 (2007),
   Phys. Rev. C79, 064313 (2009),
   Phys. Rev. C89, 024323 (2014).
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The ab initio problem in Nuclear Physics

Understanding nuclei 
and their reactions

…the parameter-free 
way

Theory for the Nuclear
Force (LQCD, EFT, …)

Nucleons and pions ARE
the important d.o.f. 

Many-Fermions problem

- need improvable accuracy
- Common issues to Q. Chem., 

solid state, …

Estimation of errors

Complex nuclear force
(spin, tensor, …)

Three–nucleon forces

Handling pairing 
and degeneracies

Reactions

Deformation
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Nuclear Density Functional Theory
Nuclear energy density functionals grounded in ab initio calculations
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We discuss the construction of a nuclear Energy Density Functional (EDF) from ab initio compu-
tations and advocate the need for a methodical approach that is free from ad hoc assumptions. The
equations of state (EoS) of symmetric nuclear and pure neutron matter are computed using the chiral
NNLOsat and the phenomenological AV40+UIXc Hamiltonians as inputs to Self-consistent Green’s
Function (SCGF) and Auxiliary Field Di↵usion Monte Carlo (AFDMC) methods. We propose a
convenient parametrization of the EoS as a function of the Fermi momentum and fit it on the SCGF
and AFDMC calculations. We apply the ab initio-based EDF to carry out an analysis of the binding
energies and charge radii of di↵erent nuclei in the local density approximation. The NNLOsat-based
EDF produces encouraging results, whereas the AV40+UIXc-based one is farther from experiment.
Possible explanations of these di↵erent behaviors are suggested, and the importance of gradient and
spin-orbit terms is analyzed. Our work paves the way for a practical and systematic way to merge
ab initio nuclear theory and Density Functional Theory (DFT), while shedding light on some critical
aspects of this procedure.

PACS numbers: 21.60.Jz, 21.60.-n

I. INTRODUCTION

The need to tackle the very complex nuclear many-
body problem has inspired dramatic advances in the so-
called ab initio methods in recent years [1–3]. These ap-
proaches aim at solving the many-nucleon Schrödinger
equation in an exact or systematically improvable way
by using a realistic model for the nuclear interaction
in the vacuum. Examples of these approaches are
the Green’s Function Monte Carlo (GFMC) and Aux-
iliary Field Di↵usion Monte Carlo (AFDMC) [4–6], Self-
consistent Green’s function (SCGF) [7–10], Coupled-
cluster [2, 11, 12], In-Medium Similarity Renormaliza-
tion Group [3, 13] and Many-body perturbation the-
ory [14, 15]. Successful nuclear structure calculations
have been performed for low- and medium-mass nuclei
[1, 3, 4, 16], as well as in infinite nuclear matter [9, 17, 18]
and neutron stars [19, 20]. Although ab initio theory
can now approach masses of A ⇡ 140 [21], its predictive
power is a↵ected by the large computational cost and
full-scale studies of heavy nuclei are still out of reach.

In the heavy-mass region of the nuclear chart, the
method of choice is Density Functional Theory (DFT).
Originally introduced in condensed matter, DFT is a
hugely popular method that finds application in several
areas of physics, ranging from quantum chemistry [22–
25] to nuclear physics [26–31]. In the latter case, it rep-
resents the only approach that allows to cover almost the

⇤ francesco.marino@unimi.it

whole nuclear chart [26, 27, 30], with the partial excep-
tion of very light nuclei, and to study both ground states
(g.s.) and, in its time-dependent formulation, excited
states [29]. In principle, DFT provides an exact formula-
tion of the many-body problem based on the Hohenberg-
Kohn theorems [22, 30, 32], which state that all observ-
ables, starting from the total energy, can be expressed
in a unique way as a functional of the one-body density
(including spin-densities and other generalized densities
[33]). However, these give no hints about the actual form
of such functional, which is dubbed as energy density
functional (EDF). Hence, in practice, DFT turns out to
be an approximate, albeit very powerful, method. In par-
ticular, most relativistic [34] and non-relativistic [26–28]
nuclear EDFs are designed in an empirical manner. A
reasonable ansatz for the functional form is chosen and
its actual parameters are fitted on experimental observ-
ables such as radii and masses of finite nuclei, or pseudo-
observables such as the saturation density of symmetric
nuclear matter [27, 35]. The available EDFs are overall
successful [26, 30], e.g. the experimental binding energies
are reproduced on average within 1-2 MeV and charge
radii within 0.01-0.02 fm. However, it is unclear how to
further improve the performance of traditional EDFs [36].
Despite attempts to frame DFT as an e↵ective field the-
ory (EFT), we still lack guiding principles for the system-
atic improvement of nuclear EDFs [37]. Existing EDFs
are a↵ected by uncontrolled extrapolation errors when
applied to systems for which scarce data are available,
like neutron-rich nuclei or superheavy nuclei [26, 38]. To
solve these issues, a rethinking of the strategy to build
the EDFs is in order.
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Figure 1. Dots: SNM and PNM EoS computed with
the NNLOsat interaction and the SCGF method.
Dashed: model EoS (2, 3, 4, 5, 6) (see text).

Figure 2. Dots: SNM and PNM EoS computed with
the AV40+UIXc interaction and the AFDMC method.
The AFDMC statistical error bars are shown. Dashed:
model EoS (2, 5, 6) (see text).

� c�,0 (Mev fm3�) c�,1 (Mev fm3�)

NNLOsat

2/3 -182.41 16.93
1 252-54 920.29

4/3 -501.04 -4026.38
5/3 63.80 6440.50
2 669.42 -3646.52

AV40+UIXc

2/3 -131.94 81.04
5/3 -578.00 64.04
2 901.30 48.97

Table III. Coe�cients of the optimal polynomial
parametrizations (23) of the NNLOsat and AV40+UIXc

EoS. The exponents � and the corresponding parame-
ters c�,0 and c�,1 are reported.

the other hand, the LDA EDF, although less precise, ex-
hibits interesting trends, since it enables to reproduce
heavier nuclei, especially from 90Zr on, in a realistic way,
with deviations smaller than 1 MeV/nucleon and 0.05
fm for the energies and radii, respectively. This is quite
remarkable, as the LDA EDF incorporates only informa-
tion on uniform matter. Also, it is unsurprising that light
systems are less amenable to a local density treatment,
since surface e↵ects are known to play a larger role at
small A’s.

In Fig.4, the deviation of the AV40+UIXc, (2,5,6) EDF
and GA-E and GA-r EDFs (Sec. IVC) predictions from
experiment are shown. The outcome is puzzling, since,
while the ab initio results are overall decent, the LDA
EDF (2,5,6) strongly overbinds all the nuclei considered,
by ⇡ 10 MeV per nucleon. In addition, radii are under-

estimated with respect to both experiment and ab initio.
Thus, in the case of the phenomenological interaction
AV40+UIXc, LDA alone has di�culties to capture the
properties of the microscopic potential.

Number densities are then shown for the representa-
tive nuclei 48Ca (Fig. 5) and 90Zr (Fig. 6). In the
NNLOsat case (top left), the (2,3,4,5,6) EDF density pro-
file closely resembles the ab initio one, although it fea-
tures slightly wider oscillation. In the AV40+UIXc case
(top right), instead, the (2,5,6) EDF and ab initio number
densities di↵er considerably, as LDA produces definitely
steeper density profiles, consistently with predicting sen-
sibly smaller radii. Also, it somewhat overestimates the
central density. In the bottom panel, the 48Ca ab ini-
tio densities weighted by the squared radius, r2⇢(r) are
compared. The r2 factor emphasizes that AV40+UIXc

and NNLOsat predict rather di↵erent density surfaces.
Roughly similar considerations hold for 90Zr, except that
the discrepancy of AV40+UIXc with the (2,5,6) EDF, as
well as with NNLOsat is more accentuated.

In conclusion, the NNLOsat-based LDA EDF compares
favourably with the experiment, in spite of its simplic-
ity, and reproduces radii, energies and densities fairly
well in magic nuclei, especially in the heavier ones. The
AV40+UIXc-based EDF, on the other hand, is less satis-
factory and highlights even more clearly the necessity of
introducing surface terms.

Machine-learn DFT functional 
on the nuclar equation of state

DFT is in principle exact – but the energy density functional (EDF) is not known

For nuclear physics this is even more demanding: need to link the EDF to theories rooted in QCD!
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Figure 5. Ab initio and EDF (LDA, GA-E and GA-r) number densities, ⇢(r), for 48Ca computed using the
NNLOsat (top left) and AV40+UIXc (top right) Hamiltonians. See text for details. Note that for the AV40+UIXc

case the GA-E and GA-r curves overlap closely. Bottom: ab initio number densities times the squared radius,
r2⇢(r), obtained with NNLOsat (full line) and AV40+UIXc (dotted).

iment. Also, it may explain, at least partially, why radii
are not accurate, even at the GA level. However, it can-
not explain the large discrepancies of LDA (and GA, as
far as radii are concerned) with respect to ab initio itself.
We then suggest that the strong correlations induced by
the hard core of the Argonne interaction may be di�cult
to catch within LDA, whereas the same scheme can be
more successfully applied to the relatively soft NNLOsat

potential. The wide oscillations of the AV40+UIXc densi-
ties may witness the role of short-range correlations. Fur-
ther investigations should focus on finding a quantitative
measure of ”hardness” appropriate for this problem [70].

V. CONCLUSION

The present work outlined a strategy for grounding
nuclear DFT into ab initio theory, which is systematic
in three respects. First, following the ”Jacob’s ladder”
approach of electronic DFT [49], we propose to define
a sequence of EDFs with increasingly complexity. The
starting point is the Local Density Approximation, which
allows to derive the EDFs from the ab initio nuclear EoS.
Second, di↵erent microscopic interactions should be con-

EDF C�⇢
0 C�⇢

1 W0

NNLOsat
GA-E -25 10 50
GA-r -30 25 140

AV40+UIXc
GA-E -155 0 10
GA-r -155 15 10

Table IV. Coe�cients C�⇢

0 , C�⇢

1 and W0 of the
GA-E and GA-r EDFs based on the NNLOsat and
AV40+UIXc EoS. The GA EDFs are built on top of
the LDA EDFs (2,3,4,5,6) in the NNLOsat case and
(2,5,6) in the AV40+UIXc case (Tab. III). GA-E and
GA-r stand for the GA EDFs that achieve the smallest
discrepancy for binding energies and charge radii, re-
spectively. All three parameters are measured in Mev
fm5.

sidered as input to the EDF models, in order to assess the
sensitivity to this choice and the resulting uncertainty.
Third, modern statistical tools should be employed to
validate the EDFs and to provide reliable uncertainties
on their predictions.

We have thoroughly analyzed the LDA step, using
two distinct EoS, computed with two interactions and

Benchmark in finite systems
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Densità di carica in nuclei pesanti e instabili

study of the spectrometer acceptance. These electrodes
form an electrostatic potential lower than the acceleration
voltage of delivered target ions by a few V to make the ion
motion slow and to make confinement time longer.
Electrodes at both ends make barrier potentials for the
longitudinal confinement.
The 132Xe ions were trapped in the SCRIT for 240 ms,

then ejected to refresh the target quality, although the
confinement lifetime for target ions is typically 2–3 s. The
ejection was implemented by controlling one of the gate
potentials on the SCRIT device. Ejection reduces the
contribution of residual gas which becomes ionized and
trapped by the electron beam, and, hence, accumulates
over time. To estimate the background (contributed mainly
by the residual gases), the injection-trapping-ejection
sequence was alternately repeated with and without the
target ions at 10-ms intervals. The number of 132Xe ions
introduced to the SCRIT with each cycle was less than a
few times 108, which was measured by a Faraday cup just
before the SCRIT on the ion transport line.
The WiSES spectrometer consists of a dipole magnet,

drift chambers at the entrance and exit of the magnet, two
scintillation counters for trigger generation, and a helium-
gas-filled bag constructed of 30-μm-thick vinyl. The bag
is installed between the two drift chambers to reduce the
multiple-scattering effect. The spectrometer magnet is a
window-frame dipole magnet with a large aperture. Its
dimensions are 29 cm (height), 171 cm (width), 140 cm
(depth), and its magnetic field is uniform except at the
inlet and outlet. The trajectories of the scattered electrons
are reconstructed using a three-dimensional field map
calculated by a finite element method (TOSCA [16]). The
calculated map was confirmed to well reproduce the
vertical component of the magnetic field measured with

a Hall probe. During measurements, the magnitude of the
magnetic field was monitored by a NMR probe positioned
in the homogeneous field region. The solid angle of the
spectrometer is approximately 80 msr, covering scattering
angles from 30° to 60°. For the fixed position and opening
angle of the WiSES, the electron beam energy (Ee) was
varied as 151, 201, and 301 MeV, covering the momentum
transfer region 0.4–1.5 fm−1. The magnetic field of WiSES
was adjusted to 0.41, 0.54, and 0.80 T, correspondingly,
and the momentum resolutions (δp=p) evaluated in the
simulation were 3.7 × 10−3, 2.8 × 10−3, and 2.0 × 10−3,
respectively. At the beginning of the measurement, the
accumulated electron beam current was typically 250 mA.
The beam had interacted with target ions and residual gases
in the storage ring, which reduced its current to 150 mA
at the end of the data taking. A typical beam size was
2 mmH × 1 mmV (σ) at the center of the SCRIT.
Figures 2(a)–2(c) show reconstructed vertex distribu-

tions along the beam and at vertical positions after
removing the low-energy background at Ee ¼ 151 MeV.
Target ions were clearly trapped along the beam line
between the top and bottom electrodes of the SCRIT put
at "20 mm in the vertical positions. Since the barrier
potentials are leaky, the effective longitudinal trapping
region was shorter than the electrodes (40 cm versus
50 cm). The depletion at the center of Fig. 2(a) was formed
because highly ionized ions were localized at two shallow
potential minimums due to the gap at the center of the
SCRIT. The width of the vertical distribution was 6.3 mm
(σ), consistent with the vertical position resolution evalu-
ated by using the wire target. The shaded histograms in
Figs. 2(a) and 2(c) are the background contributions from
residual gases measured in the absence of target ions. These
contributions were approximately estimated as 10%, 30%,

FIG. 1. Overview of the SCRIT electron scattering facility.

PRL 118, 262501 (2017) P HY S I CA L R EV I EW LE T T ER S
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30 JUNE 2017

262501-2

and 40% for Ee ¼ 151, 201, and 301 MeV, respectively.
Assuming 16O as the residual gas, the approximate back-
ground luminosity was estimated as 1 × 1027 cm−2 s−1,
roughly consistent with the estimation from vacuum
pressure (∼5 × 10−8 Pa around the SCRIT region).
Figure 3 shows the reconstructed momentum spectra at

Ee ¼ 151, 201, and 301 MeV, obtained after subtracting
the background. Elastic events clearly manifest as peaks
in the spectra. The measured δp=p were ∼5.4 × 10−3,
3.7 × 10−3, and 3.0 × 10−3, respectively. The present
momentum resolutions are slightly below the design values.
Possible reasons for this discrepancy are the imperfection
of knowledge in the magnetic field of the spectrometer, a
small amount of air contamination in the helium bag, and
the energy spread of the electrons circulating in the SR2.
As shown in the figure, the low-energy tails below the
elastic peak at Ee ¼ 151 and 201 MeV were well repro-
duced by simulations of a well-known radiative process

[17]. At Ee ¼ 301 MeV, the enhanced tail suggests some
inelastic processes. In the high-momentum transfer region
(0.9–1.4 fm−1), the magnitude of elastic scattering dimin-
ishes and inelastic scattering processes (such as the giant
dipole resonance) gain prominence.
Figure 4 shows differential cross sections of 132Xe

multiplied by luminosity, as functions of effective momen-
tum transfer (qeff ) for Ee ¼ 151, 201 and 301 MeV.
The qeff , which accounts for the Coulombic attraction
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angle as q ¼ 2Eisinðθ=2Þ, Ei is the initial electron energy,
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error in the cross section, introduced by ambiguity in
the spectrometer acceptance, was estimated as approxi-
mately 5%.
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First ever measurement of charge radii through 
electron scattering with and ion trap setting that can
be used on radioactive isotopes !!

K. Tsukada et al., Phy rev Lett 118, 262501 (2017)
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considered. Among the nuclei studied in this Letter, only
100Sn and 132Sn are doubly magic and can be computed at
the ADC(3) truncation level. Our investigations show that,
as observed previously on lighter nuclei [8,36,56], the
difference between the ADC(2) and ADC(3) values for the
charge radius (and similarly for the charge density dis-
tribution) is very small, such that it is basically converged at
the ADC(2) level. As such, we do not discuss differences
between ADC(2) and ADC(3) results any further in this
Letter. In the following, we will hence represent our results
as a band obtained for frequencies from 10 to 14 MeV at
Nmax ¼ 13 and from 12 to 14 MeV at Nmax ¼ 11 for
E3max ¼ 16.
From this procedure, the charge radius of 132Xe is

estimated to be 4.824" 0.124 fm, which agrees with the
value recently extracted from the SCRIT experiment of
hr2i1=2 ¼ 4.79þ0.11

−0.08 fm [10]. For comparison, the calcula-
tions have been reproduced using the newly
proposed NN þ 3NðlnlÞ interaction [36], which is known
to have good convergence properties with respect to the
model space size and to give results similar to the very
successful 1.8=2.0ðEMÞ interaction [33]. In contrast to
NNLOsat, the charge radius obtained for 132Xe is
4.070" 0.045 fm, largely underestimating the experi-
mental value consistently with studies on lighter nuclei
[36]. Despite this failure at reproducing the experimental
value of the charge radius, one notices that values obtained
from NN þ 3NðlnlÞ converge better than for NNLOsat, as
expected from the softness of NN þ 3NðlnlÞ. This relative
hardness of NNLOsat, tied to the nonlocal cutoff on the
three-body terms, has been shown to play an important role
for saturation properties of nuclear matter [57] and thus
helps for a good reproduction of both energies and radii, in
contrast to NN þ 3NðlnlÞ.
In addition to the sole charge radius, another quantity

that can be computed from SCGF calculations is the charge
density distribution. In the case of 132Xe, the SCRIT group
extracted the constants c and t for a two-parameter Fermi
charge distribution ρðrÞ ¼ ρ0=f1þ exp½4 ln 3ðr − cÞ=t'g.
Figure 2 displays this two-point Fermi distribution as a
dotted line with a gray band representing the error bars,
while the green band represents our SCGF calculations. It
can be observed that while the SCGF calculations agree
with the two-point Fermi distribution at the surface of the
nucleus, though slightly overpredicting the charge radius,
we obtain an oscillating behavior for the density inside the
nucleus that cannot be reproduced with only a two-
point Fermi distribution. Extracting a three-point Fermi
distribution from the experiment would require an increase
in its luminosity such that possible discrepancies
between theory and experiment cannot be discussed any
further here.
To better gauge the discrepancies between the theoretical

and experimental bands in Fig. 2, we compare the
computed electron scattering cross sections directly to

SCRIT data. Figure 3 displays the differential cross
sections multiplied by the luminosity as a function of
the effective momentum transfer for the three experimental
electron beam energies of Ee¼ 151 MeV, 201 MeV, and

FIG. 2. Charge density distribution for 132Xe obtained from
Gorkov SCGF calculations at ADC(2). The dotted line with gray
band corresponds to the two-point Fermi distribution with
parameter and error bars extracted from Ref. [10].

FIG. 3. Luminosity multiplied by the differential cross section
for 132Xe obtained from Gorkov SCGF calculations at ADC(2).
The values for the NN þ 3NðlnlÞ interaction have been scaled by
102 for clarity. The gray bands correspond to the two-point Fermi
distribution with parameter and error bars extracted from
Ref. [10]. Experimental values are taken from [10] and duplicated
with a scaling of 102 for comparison with NN þ 3NðlnlÞ values,
where error bars have been removed for clarity.
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We present the first ab initio calculations for open-shell nuclei past the tin isotopic line, focusing on Xe
isotopes as well as doubly magic Sn isotopes. We show that, even for moderately hard interactions, it is
possible to obtain meaningful predictions and that the NNLOsat chiral interaction predicts radii and charge
density distributions close to the experiment. We then make a new prediction for 100Sn. This paves the way
for ab initio studies of exotic charge density distributions at the limit of the present ab initio mass domain,
where experimental data is becoming available. The present study closes the gap between the largest
isotopes reachable by ab initio methods and the smallest exotic nuclei accessible to electron scattering
experiments.

DOI: 10.1103/PhysRevLett.125.182501

Introduction.—The charge density distribution of the
atomic nucleus offers a unique access to its internal
structure and the spatial distribution of the nucleons.
This distribution has been probed for decades using
electron scattering experiments off stable isotopes [1–3]
that have provided an impressive amount of accurate
experimental data. Unfortunately, measurements on nuclei
outside the valley of stability have been prevented by the
difficulties associated with preparing short-lived targets
despite the interest in studying exotic nuclei presenting
features like neutron halos, neutron skins, or proton
bubbles [4–8]. Such investigations have recently been
made possible with the construction of the self-confining
radioactive-isotope ion target (SCRIT) at RIKEN [9–11]
and will be explored as well in the next few years at the
Facility for Antiproton and Ion Research by the European
Learning and Intelligent Systems Excellence project [12].
By successfully using an electron storage ring as a trap for
the radioactive ions, the SCRIT experimenters have been
able to scatter electrons off 132Xe nuclei and recently
published their first results [11]. While other isotopes in
the A ∼ 130mass region will be studied over the next years,
experimental luminosities might prevent studying lighter
nuclei before future upgrades, limiting charge distribution
extraction from exotic nuclei to the heavy mass sector.
A flourishing of new or reimplemented formalisms

[13–25] associated with new numerical approaches
[26–28] have allowed ab initio methods to finally leave
the realm of light nuclei and access midmass isotopes up to
A ∼ 100 [29,30] over the past few decades. But all of those
approaches seem to have reached a new ceiling with the Sn

isotopic line. The limitations preventing them from reach-
ing higher masses are diverse—from interactions based on
chiral effective field theory overbinding midmass nuclei
[31,32] to numerical limitations linked to the size of the
basis and the matrix elements storage.
Recently, new interactions have been developed [33–37]

leading to an improvement in the reproduction of experi-
mental data for midmass nuclei. New frameworks have
been proposed for the treatment of both the Hamiltonian
and the many-body formalism [38–41], paving the way
toward larger model spaces and promising to extend the
reach of ab initiomethods within the next few years. While
a first qualitative reproduction of Sn closed-shell nuclei
ground-state energies had been obtained a few years
ago [29], the spectroscopy of the light end of the Sn
isotopic chain has only been investigated recently [30]
with an interaction able to reproduce experimental results
for heavier nuclei [33]. This raises the question of using
present day frameworks to extend the frontier of the
ab initio domain and compare results from calculations
to experimental charge distributions that will become
available at SCRIT. Investigating discrepancies between
ab initio theoretical predictions and experimental results
will allow one to put new constraints on the experiment,
inform our theoretical models, and open the way to the
study of heavy nuclei structure from first principles.
In this Letter, we use the self-consistent Green’s function

theory (SCGF) [13–15] with chiral effective field theory
Hamiltonians, present what are to our knowledge the first
ab initio calculations of charge radius, neutron skin, and
charge density distributions for 100Sn, 132Sn, 132Xe, 136Xe,
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Neutrino Oscillations – next generation experiments

DUNE experiment will measure long base line 
neutrino oscillations to:

- Resolve neutrino mass hierarchy
- Search for CP violation in weak interaction
- Search for other physics beyond SM

Liquid Argon projection chamber is being used.  It will require 
one order of magnitude (20% à 2%) improvement in theoretical 
prediction for  ν-40Ar  cross sections to achieve proper event 
reconstruction.

è Need good knowledge of 40Ar spectral functions and consistent 
structure-scattering theories.
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TABLE I. Uncertainties associated with the presented
Ar(e, e0) cross section. Numbers represent upper limits or
the range for the uncertainties that vary between di↵erent
kinematical regions.

1. Total statistical uncertainty 1.7%–2.9%
2. Total systematic uncertainty 1.8%–3.0%

a. Beam charge & beam energy 0.3%
b. Beam o↵set x&y 0.4%–1.0%
c. Target thickness and boiling e↵ect 0.7%
d. HRS o↵set x&y + optics 0.6%–1.2%
e. Acceptance cut (✓,�,dp/p) 0.6%–2.4%
f. Calorimeter & Čerenkov cuts 0.01%–0.03%
g. Cross section model 1.3%
h. Radiative & Coulomb corrections 1.0%
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FIG. 2. (color online). Comparison of Ar(e, e0) cross section
of Fig. 1, and Ti(e, e0) and C(e, e0) cross sections of Ref. [23],
all in the same kinematics, presented in terms of the ratio
defined by Eq.(4).

reactions. It is apparent that this procedure leads to a
remarkably good description of both shape and normal-
ization of the data in the the quasielastic region. How-
ever, it does not include two-body currents and delta-
excitation mechanisms which are clearly visible in the
region of lower E0 values (i.e. larger energy transfers).

In Fig. 2, we compare the argon data to the titanium
and carbon data of Ref [23], taken in the same kine-
matical setup, corresponding to incident electron energy
2.222 GeV and scattering angle of 15.541 deg. The com-
parison is performed in terms of the ratio defined as

(d2�/d⌦dE0)/[Z�ep + (A� Z)�en] , (4)

where A and Z are the nuclear mass number and
charge, respectively, while �ep and �en denote the elas-
tic electron-proton and electron-neutron cross sections
stripped of the energy-conserving delta function [32].
The results of Fig. 2, showing that the ratios of Eq.(4)
corresponding to argon and titanium are nearly identical
to one another, appear to support the strategy underly-

ing our experiment, aimed at exploiting titanium data to
extract complementary information on nuclear e↵ects in
argon. On the other hand, the di↵erences between the re-
sults for argon and carbon indicate significant di↵erences
in the ground-state properties of these nuclei, which are
relevant in the context of MC simulations for DUNE.

FIG. 3. (color online). Comparison between the scaling func-
tion of the second kind, f( ), obtained from E12-14-012 data
on Ar, Ti, and C. The kF of C is fixed to the value obtained
by Moniz et al. [34] while the data analysis of Ti and Ar
sets kF at 240 MeV and 245 MeV, respectively. The circles
are the Ar data from LNF [11], which turn out to prefer an
inconsistently higher value of kF .

To further elucidate the di↵erences between the argon,
titanium, and carbon cross sections, in Fig. 3, we show
the corresponding scaling functions of the second kind,
f( ), displayed as a function of the dimensionless scal-
ing variable  . The definitions of both f( ) and  in-
volve a momentum scale, which can be loosely interpreted
as the nuclear Fermi momentum, kF [33], providing a
simple parametrization of nuclear e↵ects. The results of
Fig. 3 show that setting the carbon Fermi momentum to
220 MeV—the value resulting from the analysis of Moniz
et al. [34]—scaling of titanium and argon data is observed
for kF = 240 and 245 MeV, respectively. Hence, the scal-
ing analysis confirms the picture emerging from Fig. 2.
For comparison, we also show the scaling function f( )
obtained using the Ar(e, e0) cross section at 700 MeV
and 32 deg, measured at the LNF electron-positron stor-
age ring ADONE using a jet target [11]. It turns out
that scaling of the LNF data is only observed at  ⇡ 0
and prefers a much larger value of the Fermi momentum,
kF=375 MeV, than the one resulting from the analysis of
the JLab data. This inconsistency may well be the result
of the normalization issue that the authors of Ref. [11]
found in their 16O cross section as compared to the previ-
ously measured cross section at Bates Linear Accelerator
Center [35] which was considered as a reference dataset
by the authors of Ref. [11]. A normalization factor of

Spectral function for 40Ar and Ti
Jlab experiment E12-14-012 (Hall A)
Phys. Rev. C 98, 014617 (2018); arXiv:1810.10575 
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ing variable  . The definitions of both f( ) and  in-
volve a momentum scale, which can be loosely interpreted
as the nuclear Fermi momentum, kF [33], providing a
simple parametrization of nuclear e↵ects. The results of
Fig. 3 show that setting the carbon Fermi momentum to
220 MeV—the value resulting from the analysis of Moniz
et al. [34]—scaling of titanium and argon data is observed
for kF = 240 and 245 MeV, respectively. Hence, the scal-
ing analysis confirms the picture emerging from Fig. 2.
For comparison, we also show the scaling function f( )
obtained using the Ar(e, e0) cross section at 700 MeV
and 32 deg, measured at the LNF electron-positron stor-
age ring ADONE using a jet target [11]. It turns out
that scaling of the LNF data is only observed at  ⇡ 0
and prefers a much larger value of the Fermi momentum,
kF=375 MeV, than the one resulting from the analysis of
the JLab data. This inconsistency may well be the result
of the normalization issue that the authors of Ref. [11]
found in their 16O cross section as compared to the previ-
ously measured cross section at Bates Linear Accelerator
Center [35] which was considered as a reference dataset
by the authors of Ref. [11]. A normalization factor of
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40Ar(e,e’p)  and  Ti(e,e’p)  data being analyzed
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Ti protons contribution 
(‘mix’) is nearly identical 
to neutrons in 40Ar.


