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Docker based (advanced) use cases

You can visit here

( if you are/once 
you get 
authorized )
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https://my.cloud.infn.it/
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Multi-users JupyterHub 
With Persistent storage

    With access to GPUs
    ....
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If you are authorized … you can create your own machine!

Simple high-level configuration template to create your personal 
environment

- Either for single user and multi users (group activities) 

- Ask for CVMFS areas, GPUs, ...
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Cosa gira nella VM?
• Un jupyterhub gira nella VM, e permette a utenti autorizzati di creare la loro 

istanza running mediante un container (preso o localmente, o direttamente da 
dockerhub)

• Tutti questi container usano le risorse della VM, che e’ quindi shared per il 
gruppo di lavoro

• I container sono accessibili sia mediante Jupyter Notebooks, che via terminale 
(per il moment via browser, asap via ssh)

• L’amministratore può accedere alla VM sia ssh sia via browser

Qualunque container da dockerhub qui
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How it is made: 
But let’s try live… 
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Accesso “utente”

Accesso sia via 
notebooks che via 
terminal

Aree cvmfs e shared 
con tutti gli altri 
utenti della VM Accesso terminale come root, 2 GPU visibili
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Monitoring etc
• L'amministratore può gestire i container

• Tutti possono vedere un monitoring dettagliato
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Something more advanced
As you saw there are several use cases even more “advanced” from the 
infrastructural point of view. 

Those are build mostly using the tools discussed during this training 

- Docker, docker-compose, Kubernetes, Mesos etc

Two implementations that I would highlight here are 

- Jupyter + Spark on top of Kubernetes 
- HTCondor on top of Kubernetes 
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Jupyter + Spark + K8s
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Schema



Corso docker e orchestrazione di containers, 15-18 2021

Batch On Demand
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HTCondor 
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https://github.com/DODAS-TS/helm_charts/blob/master/stable/htcondor/img/htcondor_dodas.png
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HTCondor Dockerfile 

Started few years ago, official containers not yet available we developed a 
different strategy 

- Single image configured at runtime via ENV variable ( to identify the role 
of the service ) 

- Define ENV variables to configure daemons at runtime
- Plus several customisation such as a minimal Flask application to allow 

user registration (see later)
- Need a condormapfile to allow user remote submission  

https://github.com/DODAS-TS/dodas-docker-images/blob/v0.1.0-condor/docker/htcondor/htcondor/Dockerfile

- We will move to the official images
- Lighter, maintained …
- Adding our customizations 

https://github.com/DODAS-TS/dodas-docker-images/blob/v0.1.0-condor/docker/htcondor/htcondor/Dockerfile
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HTCondor on top of K8s: 6 key elements
• Hosts: K8s cluster requires at least 3+1 hosts 
• Topology: Central Manager and Submit node are deployed on run on 2 

dedicated hosts
• Pods : (“microservice”) 2 containers, HTCondor daemon come together 

with proxy manager ( aka give me a X509 out of a incoming JWT )  
• Self healing: e.g. run probes to check service status 
• Host selections: Use k8s node labels and affinities are used to automate 

host selections
• Spool directory: a persistent volume and is mounted via 

PersistentVolume 
• This is somehow a first approach to the HA

• HTCondor config Management: HTCondor configuration dynamically 
managed through k8s configMap and secrets
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Pods
This is a schedd. Two dockers running “together”
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Self healing, Volumes management 
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configMap & HTC config
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Spool directory
Persistent Volume

- The spool is there at any time k8s restarts  the schedd service 
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Finally a customization example: flask app
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HTCondor and Docker: Official repo
Nowadays officially supported by HTConor project: 
https://github.com/htcondor/htcondor/tree/master/build/docker/services

- Execute Node (htcondor/execute)
- Central Manager (htcondor/cm)
- Submit Node (htcondor/submit)
- Minicondor (htcondor/mini)

How to give it a try:

dockerhost$ docker run --detach  --name=minicondor  htcondor/mini:el7

https://github.com/htcondor/htcondor/tree/master/build/docker/services
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Dockerfile: the submit node example
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And finally to summarize… 



INFN-Cloud in practice
All INFN staff and associates can exploit INFN-Cloud resources

- This means storage and compute services. Compute means not only simple 
VMs but also composed services ( such as the Jupyter-based one used by 
ML_INFN ). You can also customize and personalize your own environment [see 
later] 

- By default, a INFN-Cloud user has a fixed and limited quota (i.e. #Cores/RAM) 
- Experiments/collaborations follow a different path!

If you are interested either to 
continue working as you did 
during the hackathon or even 
to do something else visit 
here 

https://my.cloud.infn.it/home/login


Once you click you will be redirected to the 
IAM account registration

INFN Cloud

Don’t “Apply 
for an account” 
but 

Sign in with 
your own INFN 
AAI identity 

NOTE: Once done you’ll be contacted by INFN-Cloud support team 



IMPORTANT 

There are two pre-requistes 

• Digital identity on INFN AAI and acceptance of 
INFN usage rules for IT resources 

• INFN staff or associates meet these 
requirements by default  

• Others see https://signup.app.infn.it/

• Designation as ‘System administrator’ for INFN 
Cloud granted by your own INFN Director. 

• Consult your local INFN section or laboratory 
for further details  

INFN Cloud

I volunteer to test the 
Jupyter as a Service 

If you don’t want/can’t get the Designation, we are working for you :)..  
We are releasing a Jupyter as a Service instance that can be used even 
without Designation! 

- When you register, just be sure you fill the note with this and we 
will contact you

https://signup.app.infn.it/


And for those who wants to raise the bar

INFN-Cloud allows you to implement new services and/or customize 
existing one

Examples: 

- “I want to build MY Jupyter-based workflow and possibly share it 
within my collaboration”

- “ I would like to use INFN Cloud but I don’t need/like Jupyter, I 
would rather like to run my small cluster ...“

In such a case please contact us at:  cloud-support@infn.it and you 
will be redirected to the proper INFN Cloud support team. 
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Reference

INFN Cloud

Web site: 
https://www.cloud.infn.it

Documentation :
 https://guides.cloud.infn.it/docs/users-guides/en/latest/

Support :
https://servicedesk.cloud.infn.it or         cloud-support@infn.it

 

http://www.cloud.infn.it/
https://servicedesk.cloud.infn.it/
mailto:cloud-info@lists.infn.it

