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About myself
I am senior staff researcher at 
My research activity: 

SLB decays R&D on silicon
Vertex DETector strip tracker 

Silicon Vertex Tracker, B mixing,  Vub, 
Distributed computing, simulation production

Vub averages TCAD&G4 simulations 

semileptonic analyses: B0 mixing, hadronic R(D*)
Measurement of cb production and spectroscopy

– Computing resource manager
– R&D on software and computing for LHCb upgrade
– Editor of SW & computing upgrade TDRs

Computing Project Leader
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But what I really like is: I have served in various committees 
and review boards
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A lightning summary of flavour physics
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Search for physics beyond the 
Standard Model, by measuring  
decays of heavy hadrons

Direct
observation

Indirect
observation

ATLAS / CMS: 
open the Box

Flavour physics: 
shake the Box, listen



Precision

• Measurements of the 
neutral B meson oscillation 
frequency
• Performed by using very 

different technologies
• “snailmail” grid in the 90s
• “human” grid in the 00s
• “orthodox” grid in the 10s

90s: ALEPH
(my MSc thesis)

00s: Babar

10s: LHCb

R. Aaij et al (LHCb Collaboration), A precise measurement of the B0 meson 
oscillation frequency, Eur.Phys.J.C 76 (2016) 7, 412 



Tensions with SM
• Measurements of CKM matrix 

element |Vub| with Babar data
• Tests of lepton flavour 

universality with LHCb data
• From (impossible) to (impossible)2

J. P. Lees et al (Babar Collaboration), Study of B--> Xu ln decays in 
BB(bar) events tagged by a fully reconstructed B-meson decay and 
determination of |Vub|, Phys.Rev.D 86 (2012), 032004 

R. Aaij et al (LHCb Collaboration), Test of Lepton Flavor Universality 
by the measurement of the B0 -> D*- t+ nt branching fraction using 
three-prong tau decays, Phys.Rev.D 97 (2018) 7, 072013 

R. Aaij et al (LHCb Collaboration), Measurement of the ratio of the 
B0 -> D*- t+ nt and B0 -> D*- μ+ nμ$ branching fractions using three-
prong tau-lepton decays, Phys.Rev.Lett. 120 (2018) 17, 171802 



Simulation production: a “human” grid…
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Simulation production: a “human” grid…
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Simulation production: a “human” grid…
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…but also a real (prototype) grid

CNAF



Reviewing computing models and resources at 
CNAF, INFN, CERN, and DoE



Buone notizie
• Lavori infrastrutturali 

completati
• Inaugurazione 

ufficiale a inizio 
giugno
– http://www.cnaf.infn.it/
main/index.php/Chi_Si
amo/Video_Inaugurazi
one_Tier_One

• Il centro funziona 
bene e fornisce 
adeguato supporto 
agli esperimenti
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Affidabilità del Tier1 CNAF
ATLAS CMS

LHCb
ALICE



Managing LHCb resources 
since 2013

CPU Work in WLCG year (kHS06.years) 
2021  2022 

LHCB-PUB-
2020-005 

2022 
THIS 

DOCUMENT 
First pass sprucing 70 160 80 

End-of-year sprucing 70 160 80 

Simulation 760 870 870 

Core and distributed computing infrastructure 10 10 10 

User Analysis and working group productions 260 335 220 

Total Work (kHS06.years) 1170 1535 1260 
LHCb-TDR-018  
(2021 pledge) 

860 
(934) 

1580 
 

1580 
 

 
Disk storage usage forecast (PB) 2021 2022  

LHCb-PUB-
2020-005 

2022  
This document 

Real data 

Run1+Run2 pp data 

37.8 

17.9 

73.7 

10.2 

65.9 

Run1+Run2 PbPb + SMOG 
Run3: FULL 13.7 13.7 
Run3: TURBO 30.3 30.3 

Run3: TURCAL 3.7 3.7 

Run3: Minimum bias 2.4 2.4 
Run3: PbPb + SMOG2 5.6 5.6 

Simulated 
data 

Run1+Run2 Simulated Data 10.0 
8.7 

10.9 
8.7 

10.0 
Run3 simulated data 2.2 2.2 

Other 
User data 

15.9 
8.5 

28.2 
1.8 

12.8 
Buffers 19.7 11.0 

Total 63.7 112.7 89.6 
LHCb-TDR-018 
(2021 pledge) 

66.0 
(58.7) 

111.0 
 

111.0 
 

 
Tape storage usage forecast (PB) 2021 2022 

Run1 + 
Run2 

RAW data (pp+HI+fixed target) 
81.1 

38.4 
82.1 RDST data (pp+HI+fixed target) 13.7 

ARCHIVE 30.0 

Run3 

pp data (FULL+TURBO+TURCAL) 

38.6 

120.1 

137.8 minimum bias / no-bias 0.6 

Heavy Ion Data + fixed target 5.6 

ARCHIVE (data+MC)  11.5 
Total 119.7 219.9 

LHCb-TDR-018 
(2021 pledge) 

142.0 
(108.7) 

243.0 
 

 

 LHCb-PUB-2020-001 LHCb-PUB-2020-005 THIS DOCUMENT

Request 2021 req. / 
2020 CRSG Request 2022 req. / 

2021 CRSG Request 2022 req. / 
2021 CRSG

Tier-0 175 179% 235 134% 189 108%
Tier-1 574 195% 770 134% 622 108%
Tier-2 321 166% 430 134% 345 107%
HLT 50 500% 50 100% 50 100%
Sum 1120 188% 1485 133% 1206 108%

50 n/a 50 n/a 50 100%
1,170 193% 1,535 131% 1,256 107% 

Tier-0 18.8 109% 33.3 177% 26.5 141%
Tier-1 37.6 119% 66.6 177% 52.9 141%
Tier-2 7.2 168% 12.8 177% 10.2 141%
Total 63.7 120% 112.7 177% 89.6 141%   
Tier-0 44 121% 81 184% 81 184%
Tier-1 76 135% 139 184% 139 184%
Total 119.7 130% 219.9 184% 219.9 184%

202220222021

Tape

 LHCb

Others
Total

WLCG 
CPU

Disk



Full MC prod: ~70%

Data processing and analysis ~10%

Fast MC prod: ~20%

 
Year Simulated 

events 
(109) 

Stored 
events 
(109) 

Ratio  CPU 
work 

kHS06.y 

CPU 
per 

event 
kHS06.s 

LFS 
TB 

2017 10.3 4.2 40.3% 817 2.50 640 

2018 12.0 3.0 25.3% 1009 2.65 550 

2019 45.0 6.9 15.2% 1290 0.90 1110 

2020 53.0 16.8 31.7% 1357 0.81 2010 

Managing LHCb resources 
since 2013



Preparing SW and computing for the LHCb Upgrade 

30x increase in throughput from the upgraded detector, Without corresponding jump in offline computing resources



• Software performance: much to gain! 
• Better utilization of current multi-

processor CPU architectures
• Enable code vectorization
• Modernize data structures
• Reduce memory usage
• Optimize cache performance
• Remove dead code
• Replace outdated technologies
• Enable algorithmic optimization

S. Roiser and C. Bozzi, The LHCb Software and Computing Upgrade towards LHC 
Run 3, J.Phys.Conf.Ser. 1085 (2018) 3, 032049 

C. Bozzi and S. Roiser, The LHCb software and computing upgrade for Run 3: 
opportunities and challenges, J.Phys.Conf.Ser. 898 (2017) 11, 112002 

Preparing SW and computing for the LHCb Upgrade 



• Software performance: much to gain! 
• Better utilization of current multi-

processor CPU architectures
• Enable code vectorization
• Modernize data structures
• Reduce memory usage
• Optimize cache performance
• Remove dead code
• Replace outdated technologies
• Enable algorithmic optimization

TDR
UPGRADE

CERN/LHCC 2018-007

LHCb TDR 17

23 April 2018

LHCb

ISBN 978-92-9083-479-3 

Software & Computing 
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Technical Design Report
LHCb-TDR-017
Editor: C. Bozzi

S. Roiser and C. Bozzi, The LHCb Software and Computing Upgrade towards LHC 
Run 3, J.Phys.Conf.Ser. 1085 (2018) 3, 032049 

C. Bozzi and S. Roiser, The LHCb software and computing upgrade for Run 3: 
opportunities and challenges, J.Phys.Conf.Ser. 898 (2017) 11, 112002 

Preparing SW and computing for the LHCb Upgrade 

https://cds.cern.ch/record/2310827


• Software performance: much to gain! 
• Better utilization of current multi-

processor CPU architectures
• Enable code vectorization
• Modernize data structures
• Reduce memory usage
• Optimize cache performance
• Remove dead code
• Replace outdated technologies
• Enable algorithmic optimization

S. Roiser and C. Bozzi, The LHCb Software and Computing Upgrade towards LHC 
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C. Bozzi and S. Roiser, The LHCb software and computing upgrade for Run 3: 
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Preparing SW and computing for the LHCb Upgrade 



• Concepts developed and implemented during
Run 2 to become predominant
• Split HLT à real-time alignment and calibration
• TURBO stream for majority of physics program

à RAW events discarded
• FULL and CALIBRATION streams to insure

flexibility à filter & slim offline

• Offline CPU computing needs dominated by 
simulation
• Number of events to be simulated scales with 

luminosity
• Simulation time per event scales with pileup
àCPU simulation explodes à need for faster

simulations

• Offline storage driven by trigger output 
bandwidth
• MC saved in µDST, so little impact on storage

C. Bozzi and S. Roiser, Towards a computing model for 
the LHCb Upgrade, EPJ Web Conf. 214 (2019), 03045 

C. Biscarat et al, System performance and cost modelling 
in LHC computing, EPJ Web Conf. 214 (2019), 03019 

Defining the computing model for LHCb Upgrade



• Concepts developed and implemented during
Run 2 to become predominant
• Split HLT à real-time alignment and calibration
• TURBO stream for majority of physics program

à RAW events discarded
• FULL and CALIBRATION streams to insure

flexibility à filter & slim offline

• Offline CPU computing needs dominated by 
simulation
• Number of events to be simulated scales with 

luminosity
• Simulation time per event scales with pileup
àCPU simulation explodes à need for faster

simulations

• Offline storage driven by trigger output 
bandwidth
• MC saved in µDST, so little impact on storage

UPGRADE

CERN/LHCC 2018-014

LHCb TDR 18

26 November 2018

TDRLHCb

ISBN 978-92-9083-499-1

Computing Model 

Technical Design Report
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Editors: C. Bozzi, S. Roiser
C. Bozzi and S. Roiser, Towards a computing model for 
the LHCb Upgrade, EPJ Web Conf. 214 (2019), 03045 

C. Biscarat et al, System performance and cost modelling 
in LHC computing, EPJ Web Conf. 214 (2019), 03019 

Defining the computing model for LHCb Upgrade

https://cds.cern.ch/record/2319756


Run3 Computing model
• Concepts developed and implemented during Run

2 to become predominant
• Split HLT à real-time alignment and calibration
• TURBO stream for majority of physics program à RAW 

events discarded
• FULL and CALIBRATION streams to insure flexibility à

filter & slim offline

• Offline CPU computing needs dominated by 
simulation
• Number of events to be simulated scales with 

luminosity
• Simulation time per event scales with pileup
à CPU simulation explodes à need for faster simulations

• Offline storage driven by trigger output bandwidth
• MC saved in µDST, so little impact on storage

0

50,000

100,000

150,000

200,000

2017 2018 2019 2020 2021 2022 2023 2024 2025 2026

TB

WLCG YEAR

Disk

Pledge Evolution DISK Pledge

0
100,000
200,000
300,000
400,000
500,000

2017 2018 2019 2020 2021 2022 2023 2024 2025 2026

TB

WLCG YEAR

Tape

Pledge Evolution TAPE Pledge

0

2,000

4,000

6,000

2017 2018 2019 2020 2021 2022 2023 2024 2025 2026

kH
S0

6

WLCG YEAR

CPU

Pledge Evolution Online farm Opportunistic CPU Pledge

C. Bozzi and S. Roiser, Towards a computing model for 
the LHCb Upgrade, EPJ Web Conf. 214 (2019), 03045 

C. Biscarat et al, System performance and cost modelling 
in LHC computing, EPJ Web Conf. 214 (2019), 03019 

Preparing SW and computing for the LHCb Upgrade 



LHCb computing project leadership

• CB project leader starting January 2019
• Research and development activities in 

core software and distributed 
computing
• Operational tasks in data handling and 

processing, services, core software and 
distributed computing infrastructures
• Project interfaces to WLCG, funding 

agencies, HSF, other LHCb software 
projects (Real-Time Analysis, Data 
Processing and Analysis, Simulation)



Resources at CINECA

• PRACE grant (with other LHC 
experiments) to exploit the 
Marconi/A2 partition at CINECA
• Infrastructure set up to comply 

with experiments requirements
• CVMFS, network connectivity
• Collaboration with CNAF and CINECA
• DIRAC development to exploit many-

core architectures
• Using DIRAC “pool”, an inner 

computing element
• Parallel jobs matching

https://dirac.readthedocs.io/en/rel-v7r1/AdministratorGuide/Resources/computingelements.html


Resources at CINECA

• PRACE grant (with other LHC 
experiments) to exploit the 
Marconi/A2 partition at CINECA
• Infrastructure set up to comply 

with experiments requirements
• CVMFS, network connectivity
• Collaboration with CNAF and CINECA
• DIRAC development to exploit many-

core architectures
• Using DIRAC “pool”, an inner 

computing element
• Parallel jobs matching

LHCb@ CINECA
Marconi A2

https://dirac.readthedocs.io/en/rel-v7r1/AdministratorGuide/Resources/computingelements.html


Outlook



Thanks for your attention!


