
Dalla rete al Tecnopolo:
25 anni di esperienza al CNAF

Luca dell’Agnello INFN-CNAF

May 7, 2021



Abstract

May 7, 2021 Luca dell'Agnello 2

Con il progetto di migrazione del data center al Tecnopolo, siamo alla
vigilia di un’importante trasformazione del CNAF. Non è la prima volta
nella nostra storia.
In questo seminario ripercorrerò l'evoluzione tecnologica a cui ho
assistito durante i miei 25 anni di attività al CNAF, dal ruolo rivestito dal
Centro nella nascita del GARR, al passaggio al calcolo distribuito con i
primi progetti sulla Grid, alla realizzazione del prototipo del Tier1, fino al
completamento e alla gestione di uno dei maggiori data center di WLCG.
Concluderò con una panoramica su una nuova attività di mio interesse
relativa all’applicazione delle tecnologie digitali alla conservazione dei
Beni Culturali.



Disclaimer
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These slides reflect my personal view, based on my own experience: they
are not meant as an assessment of the relevance of what has been
accomplished at CNAF over the last 25 years, thanks to the great work of
many people!



My first years at INFN
• I have devoted almost my entire career to scientific computing
• Even before joining CNAF in 1996
• Managing computing resources, doing MC simulations (LVD, Nestor 

experiments)

• In 1996, CNAF was the center of network development 
• GARR consortium was not yet established

• My activity in the first period at CNAF (1996-2001) was focused on 
network and related services
• My first accomplishment was the migration of INFN mailing (from X.400 to 

RFC822)
• Study and tests on IPv6
• Participation to GARR-B project to set-up the new network 

• More recently (2009-2015): member of GARR CTS
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GARR-B 

• In 1998 the NOC of GARR-B network 
was established at CNAF
• Together with various services (e.g., LIR)
• Several people hired 

• I contributed also to the planning and 
set-up of GARR-CERT service (1999)
• GARR interconnected to other NRENs 

via TEN-34 
• From 2000 via TEN-155   

• Appointed as GARR representative 
in TEN-155 (2000-2002)

• Participation to GARR-G pilot (2000)
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The suffixes 34,155

are for 34, 155 

Mbps!

February 1999



A new beginning: the Grid
• INFN (2000) joins the common effort on distributed computing in 

view of LHC
• CNAF has been one the main players in the building of the Grid with DataGrid 

and DataTag projects (2000-2003) and in the management of INFNGrid
• Decision to realize a Tier1 for experiments at LHC

• Most of effort on WP1 of DataGrid (e.g., WMS, ...)
• Some of us joined DataGrid Fabric WP (WP4) propaedeutic to the 

activity for the Tier1
• Gaining experience in management of “large-scale” computing infrastructures
• Installation, configuration, monitoring , gridification
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In the meanwhile (2002):
The GARR consortium is born 

GARR NOC and the other services move to Rome 



VOMS
• Being interested in Security and AAI issues, with other INFN collogues we 

formed the Authorization group of DataGrid project
• AAI initially not really considered an issue J

• Relying on standard Globus mechanism 
• Not suitable, not scalable 

• Work on design of VOMS (Authorization 
system on the grid) and related tools 
• (e.g,. mkgridmap)

• Thanks to the effort of CNAF developers, 
this is one of the most successful products 
within Grid middleware
• Still used in WLCG

• Since then, strong expertise on AAI at CNAF
• Indigo-IAM (it will substitute VOMS in WLCG)
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The Tier1: the prototype
• First prototype (2001-2002) in rooms 44-45

• ~60 dual processors (800 MHz-1 GHz) with FastEthernet
• First batch of 1U servers (aka “pizza boxes”)

• NAS (6 TB raw)
• (Small) Robot L180 StorageTek (1.8 TB) for backup (no HSM)

• Preparing for the new data center 
• Testing management systems developed in the framework of 

DataGrid project 
• Es. Scalability test of LCFG (first provisioning tool)
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Installation of 50 nodes



The Tier1 – the 
production phase 

9

From 2003 in production in the 
current location
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The Tier1 – “first version” (2003-2007)
• Design, start-up and management coordination of the first farm 

(2003)• 160 1U bi-processor nodes (single core!), FastEthernet network • Managed by Torque/Maui
• Static allocation of resources for each collaboration (Virgo, LHC)

• For CDF and BaBaR legacy (dedicated) farms 
• Cluster ”segregation” with dedicated VLANs

• Since 2004 legacy farms merged in a common farm
– ~1000 bi-processor nodes
– Fair share mechanism implemented
– Since 2005 farm managed by LSF 

• Storage system still in evolution (2005)
• GPFS, NFS  and XRootD for disk-only storage (non grid access)
• CASTOR as HSM (mainly for LHC experiments)

– CASTOR SRM  for Service Challenges from 2006
• New tape library installed (StorageTek with 9840 and 

LTO drives)
• Design and set-up of AAI for CNAF 
• WAN access: 1 Gbps
• LHCOPN: 10 Gbps (from 2006)
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October 2005
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The Tier1 – the “roaring years” (1/2)
• 2005-2011: coordinator of Tier1 Data Management group

• Management of disk and tape storage, databases, FTS, etc.
• Coordination with WLCG for Data Challenges, etc.
• INFN representative in WLCG MB (2006-)

• First goal: consolidation of storage configuration
• Comparative test campaigns (2006) to validate storage model based on GPFS

• CASTOR showed too demanding for support effort and not fitting with  disk-only usage
• Other issues with CASTOR acknowledged in 2007 from CERN after ATLAS (K. Boss) complaints and tests by B. Panzer-Steindel

• Evaluated also Lustre and HEP specific solutions (dCache, XRootD)
• Measurements both with standard benchmarks and experiments real use cases

• Stress test with real analysis and reprocessing jobs
• Also, StoRM tested in production environment

14 hours

15 parallel streams/transfer to GPFS
120 concurrent transfers (4 GridFTP servers)
~ 100K files (17 TB) 

~ 1000 LHCb concurrent 
analysis jobs 
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• 2006: All legacy storage systems (XRootD, NFS) moved to GPFS
• Disk-only system for LHC experiments (Atlas, LHCb) moved 

from CASTOR to GPFS (2007)
• StoRM in production

• 2008: new library installed (SL 8500) with 1 TB tapes
• Sept 19, 2008: LHC RUN1 interrupted due to damage to some 

magnets ”following a large helium leak”
• 2008-2009: R&D to extend GPFS usage also to tape back-end 

storage (HSM) before the start of RUN1
• GEMSS: integration of GPFS with TSM and interfaced to StoRM

• Collaboration with IBM
• Solution validated with a WLCG data challenge (STEP09)

• October 2009-March 2010: completed migration of all 
storage systems to GEMSS
• LHC RUN1 just started…. 

• Q3 2010: transition to 10 Gbit technology on servers
Throughput from tape
Throughput to tape.         
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The Tier1 – the “roaring years” (2/2)

In the meanwhile (2008):
Data center completely renewed
Study of virtualization – WNoDeS

Strong activity in the grid group (middleware development and infrastructure management)



The consolidation decade: 2011-present
• 2011—coordinator of Tier1

• 5 groups (IT services, technological plants and User 
Support)

• Growing number of supported experiments 
(currently > 40)

• Optimization of performances of Tier1
• LAN reconfigured to use JF
• LHCOPN/ONE upgrade to 2x100 Gbps
• Disk-servers” 10 à 20 à 40 à 2x100 Gbps
• Farm always used 100%
• Second library installed (2020) with 20 TB drives

• Organizational effort
• Study and standardization of services offered to  

experiments
• Crucial for Data Management 
• WLCG as term of reference 

• Reorganization of the support
• Enforcing a more efficient collaboration among the 

groups
• Bureaucratic work (tenders etc...)
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Reading access to servers

In the meanwhile:
cloud@CNAF, Cloud@INFN, EPIC

A lot of projects (Indigo, XDC, DEEP, etc….)
SSNN and Information system



INFN Tier1 beyond CNAF data center
• Since 2015, we have started testing use of remote CPU resources to extend 

our data center beyond CNAF site in a transparent way for our users
• INFN Tier1 CEs as unique access points also to these resources
• Key issue is data access (i.e., remote or cache)

• Functional tests on commercial clouds
• Aruba (2015-2016)  
• Azure (2017)

• Participation to scalability tests with hybrid cloud in the context of EU project 
HNSciCloud
• Static allocation of remote resources

• Bari-ReCaS (since 2017)
• CINECA (since 2018)

• Opportunistic CPU on HPC
• Grant to WLCG experiments (ended Q1 2021)
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Nexus
9516

Nexus
9516

CX 1200

VPC

INFN TIER-1

4x100Gb (LACP port channel)

5x100Gb (up to 12 x100Gb)

n. 1 dark fiber (17 Km)

NE 10032

NE 1072 NE 1072NE 1072NE 1072NE 1072

CX 1200

5x40Gb

5x40Gb

5x40Gb5x
40

Gb5x40Gb

4x100Gb 
(LACP port channel)

CINECA

216 Server (36 physical cores, 256 GB RAM) 
~ 180 kHS06, Intel® Xeon® CPU E5-2697 v4

TIER-1 transparent LAN extension
RTT as in LAN: (~.48 ms)

CNAF - CINECA Data Center Interconnection  
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4x10 Gb
2x100 Gb



COVID-19

• Participation to EU project Exscalate4Covid
• We provide data archiving service

• March 2020: SIBYLLA BIOTECH (spin-off from INFN) needed 
computing power to simulate the 3D folding of ACE2 protein 
• ~half of Tier1 farm and many resources from Tier2s used for this goal
• Quite straightforward reconfiguration of our resources for this simulation

• Our configuration does not depend on the particularity of any experiment
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The Tier1: some figures
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● More than 40 scientific collaborations supported
● Farm power: 420 kHS06 (~42k cores)
● ~34 PB of disk, ~90 PB of tape

● Huge increase of resources foreseen in the 
coming years

● By 2025:
• 1500 kHS06 (~120-140k cores) for the farm
• 120 PB (net) of disk
• 200 PB of tapes

● And even more (x3-4 wrt 2025) from 2027 (HL-LHC)
● Present data center could host resources up to the 

end of Run3 but not for HL-LHC (2017 survey)
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• Long term project to satisfy computing needs of INFN for several years
• 1st phase driven by LHC Run 3 (2022-2025)
• 2nd phase driven by HL-LHC (2027-)

• INFN Tier1 will be migrated to the hall B5
• The pre-exascale machine Leonardo

will be installed in the adjacent hall C2
• A direct network interconnection will be

available between the two data centers
• INFN and CINECA data centers will share

• Technological plants (power and cooling)
• Security and surveillance services

B5
C2

The new challenge



Summary
• The next 4 years will be crucial for CNAF

• Migration (w/o service interruption) of the data center to the Tecnopolo area
• Evolution of services for the HL-LHC era
• Reshape the CNAF organization to better fit the new requirements

• In preparation for the HL-LHC phase, a major evolution of the INFN 
computing infrastructure is foreseen 
• Shift to data lake and cloud paradigms

• CNAF will play a central role having the capabilities and the staff to 
manage this evolution
• With the migration at Tecnopolo, CNAF will be able to consolidate its 

strategic role in the framework of INFN computing
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• CHNet (Cultural Heritage Network) is the network of the Italian National 
Institute for Nuclear Physics (INFN) devoted to Cultural Heritage

• Leveraging on skills and techniques developed for Nuclear Physics. 
• giving indications to restorers about the correct procedures to be 

applied for restoration/conservation;
• characterising materials and manufacturing techniques;
• studying the provenance of the raw materials (in order to retrace 

ancient trade routes or to use original materials during restorations);
• giving indications about material authenticity.

• EU 4CH project  started Jan 2021
• INFN lead partner
• Prototyping a European Competence Centre for the conservation of 

Cultural Heritage
• In the medium term the data and the services will be hosted at 

Tecnopolo

Bonus track: CHNeT and 4CH project
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The portal
• The goal is to create a digital 

infrastructure for the services and all the 
data acquired by INFN-CHNet
laboratories, allowing to access them and, 
through online tools, reuse them for 
further analysis
• Modular architecture based on containers

• Each application structured on frontend and 
backend containers

• Reverse Proxy container in front of all services 
as unique entry point

.

.

.
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Access token passed 
topstream  

The reverse proxy
• Implementation is based on Nginx (openresty) + lua
• lua-resty-openidc module to support OpenID Connect and Oauth 2.0 

Access token passed to
upstream as header 

local opts = {
redirect_uri = ngx.var.redirect_uri,
discovery = ngx.var.discovery,
client_id = ngx.var.client_id,
client_secret = ngx.var.client_secret,
scope = "openid profile email registration",
lua_ssl_verify_depth="2",
lua_ssl_trusted_certificate =….,
ssl_verify = "no",
renew_access_token_on_expiry = true,
revoke_tokens_on_logout = true

}
local res, err = require("resty.openidc").authenticate(opts)

Id and access 
tokens saved in session
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Backup slides
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Tecnopolo vs. LHC schedule  
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Technopole phase 1

Technopole phase 2



Technological plants
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Central infrastructures (sized for both phase 1 and phase 2) 
• Primary electrical and hydraulic distribution in data halls B5 and C2
• Located in halls G1, G3 and on the second floor of C2 
• 9460 m2 in the halls (G1,G3,C2) + 3525 m2 of tunnels to data halls 

• Secondary infrastructures
• Power distribution, hydraulic distribution for temperate and cold water, the ventilation 

and conditioning system, security systems and access control
• Located  within data center (or near it)

• Power distribution: 4 main branches (3+1 redundancy) consisting of 4x3200 
A busways
• Phase 1: up to a maximum of 3 MW under UPS with (3+1) redundancy (4x1 MW UPS)

• Hydraulic distribution (3+1 redundancy) 
• Temperate water (40-50 0C) for racks with DLC (40-80 kW/rack)
• Chilled water (19-26 0C) for racks with rear door and/or plenum cooling (up to 30 

kW/rack)



The main characteristics of the two phases
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IT power 
[MW] Phase 1 Phase 2

Years 2021-2026 2027-2030

INFN 2 3-10

CINECA 8 10

Total 10 13-20

IT surface
[m2]

Phase 1 Phase 2
Future 

Expansion
(requested)

Years 2021-2026 2027-2030 Beyond 2030

INFN 1560 2060 (+500) 3060 (+1000)

CINECA 1000 2200 (+1200) 3200 (+1000)

Total 2560 4260 (+1700) 6260 (+2000)

Plants
[m2]

9460

Tunnels
[m2]

3525

Surface for 
Technical 
Infrastructures

Tier1@CNAF:
• 800 m2 for  IT
• Power:1.4 MW

PUE@Tecnopolo: 1.1
PUE@CNAF: 1.6



The layout of the data halls
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Requirements

2025:
• CPU (~1 MHS06) – part of 

pledges from  Leonardo + ~3-8 
racks 

• Disk (~100-120 net PB) – from 
25 to 60 racks depending on 
the storage model 

• Tape – space to install up to 4 
libraries 

• Services – 24 racks

Storage/services 
area

Leonardo

Tape 
libraries 

Network 
core

CPU 
area

INFN
data hall

CINECA
data hall

80 racks
(16 kW)

24 racks
(16 kW)

Expansion  
area

Storage area with 16 kW racks
2 options for racks in CPU area:
• 40 kW racks (with cooling plenum) 
• Racks with DLC (80-90 kW)



Leonardo: the pre-exascale machine
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• The tender was assigned to ATOS-BULL (August 2020)
• Delivery scheduled for the end of 2021

• 2 partitions
• General Purpose (~3 MHS06)

• 2 Sapphire Rapids CPUs/node
• No Ethernet: card 
• Interconnection to Tier1 via IB 
• Skyway IB-Ethernet (2x1.6 Tbits)

• HPC  (“boost”)
• 1 CPU (Ice Lake) + 4 Nvidia GPUs/node

• A fraction of the GP partition will 
be used for our experiments 
• Opportunistic use also possible 

• Possibility to buy additional 3-4 racks for the Tier1 is under evaluation

1 rack = 96 WNs ~200 kHS06
80 kW (DLC)



The road to Tecnopolo
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2021 (Jan-Jun) 2021 (Jul- Dec) 2022 (Jan-Jun) 2022 (Jul - Dec)

30/04 end of executive project 
+ validation

30/11/21 end of work priority 1 
(to host Leonardo)

30/11/22   end of work 
priority 2 (to host INFN DC)

EXEC PROJ. Renovation, Technical Plants, 
Data Center Leonardo + INFN

Technopole Renovation

2023 (Jan-Jul)

Migration phase

200 days 360 days15/02 start of executive project 50 +30 days 

• Use of the buildings granted by RER to INFN&CINECA (35 years)
• Preliminary renovation works started 
• Executive project  to be finalized end of Q1 2021 
• Agreement in discussion with TERNA (ENEL in the 1st phase) for the provisioning of electric power
• Framework agreement is being finalized between INFN and CINECA 

• Management of technological plants
• Use of Leonardo computing time



Summary
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• 2021-2022: preparation of the data halls and technological plants
• 3 MW of power (phase 1, 2022-2026)
• Up to 10 MW of  power (phase 2, 2027-)

• End of 2022: start of migration
• Exploit Leonardo  for part of CPU pledges

• Migration planned to be done with no downs (or almost)
• Storage systems moved one by one with previous data copy (no down)
• Down of one library at a time (O(10 days)) will not prevent data being 

transferred from CERN
• Down scheduled for network routing change (O(1 h))

• Current data center will remain in production until the end of 2023


