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Abstract CINFN

Istituto Nazionale di Fisica Nucleare

Con il progetto di migrazione del data center al Tecnopolo, siamo alla
vigilia di un’importante trasformazione del CNAF. Non e la prima volta
nella nostra storia.

In questo seminario ripercorrero l|'evoluzione tecnologica a cui ho
assistito durante i miei 25 anni di attivita al CNAF, dal ruolo rivestito dal
Centro nella nascita del GARR, al passaggio al calcolo distribuito con i
primi progetti sulla Grid, alla realizzazione del prototipo del Tier1, fino al
completamento e alla gestione di uno dei maggiori data center di WLCG.

Concludero con una panoramica su una nuova attivita di mio interesse
relativa all’applicazione delle tecnologie digitali alla conservazione dei
Beni Culturali.
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Istituto Nazionale di Fisica Nucleare

Disclaimer CINFN

These slides reflect my personal view, based on my own experience: they
are not meant as an assessment of the relevance of what has been
accomplished at CNAF over the last 25 years, thanks to the great work of

many people!
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Istituto Nazionale di Fisica Nucleare

My first years at INFN (INFN

* | have devoted almost my entire career to scientific computing
* Even before joining CNAF in 1996
* Managing computing resources, doing MC simulations (LVD, Nestor
experiments)
* In 1996, CNAF was the center of network development
* GARR consortium was not yet established

* My activity in the first period at CNAF (1996-2001) was focused on
network and related services

* My first accomplishment was the migration of INFN mailing (from X.400 to
RFC822)

e Study and tests on IPv6
 Participation to GARR-B project to set-up the new network

* More recently (2009-2015): member of GARR CTS
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GARR-B CINFN

Istituto Nazionale di Fisica Nucleare

From: VAXROM: : VALENTE "Enzo Valente" 30-APR-1998 15:10:18.19
To: TIM.STREATER@DANTE.ORG.UK
CC: VALENTE

In 1998 the NOC of GARR-B network

- dear Tim and David,
WaS esta bl IShed at CNAF we are very glad of your visit to Telecom Italia CNA in Rome.
Independently on the future project, the internal organization of INFN

on behalf of GARR has recently slightly changed.

[ ] TO ether With Va rious Se rViceS e- . Ll R Davide Salomoni is now the coordinator of the networking operation activities,
V4

with the relevant collaboration of Umberto Zanotti.
The APM's in TEN-34 are Franca Fiumana as main contact (as in the past) and

H Luca dell'Agnello (luca.dellagnello@cnaf.infn.it) as backup.
* Several people hired @ f | f
miv. TO

Uriv.TO INFNPY
us
FoP di Torin o
itte i » .

DE/US
TEN-34
GR

* | contributed also to the planning and
set-up of GARR-CERT service (1999) s G

GARR interconnected to other NRENSs
via TEN ‘\

From 2000 via TEN

* Appointed as GARR representative
in TEN-155 (2000-2002)

 Participation to GARR-G pilot (2000)
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A new beginning: the Grid (NN

* INFN (2000) joins the common effort on distributed computing in
view of LHC

* CNAF has been one the main players in the building of the Grid with DataGrid
and DataTag projects (2000-2003) and in the management of INFNGrid

e Decision to realize a Tierl for experiments at LHC

* Most of effort on WP1 of DataGrid (e.g., WMS, ...)

e Some of us joined DataGrid Fabric WP (WP4) propaedeutic to the
activity for the Tierl

* Gaining experience in management of “large-scale” computing infrastructures
* Installation, configuration, monitoring , gridification

In the meanwhile (2002):

The GARR consortium is born
GARR NOC and the other services move to Rome
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Istituto Nazionale di Fisica Nucleare

VOMS <R

* Being interested in Security and AAl issues, with other INFN collogues we
formed the Authorization group of DataGrid project

 AAl initially not really considered an issue ©

* Relying on standard Globus mechanism
* Not suitable, not scalable

* Work on design of VOMS (Authorization
system on the grid) and related tools

e (e.g,. mkgridmap)
* Thanks to the effort of CNAF developers,

this is one of the most successful products migrdmap
within Grid middleware

e Still used in WLCG VOMS server

* Since then, strong expertise on AAl at CNAF
* Indigo-IAM (it will substitute VOMS in WLCG)

Apache & mod_ssl

voms-httpd
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The Tierl: the prototype

 First prototype (2001-2002) in rooms 44-45
* ~60 dual processors (800 MHz-1 GHz) with FastEthernet

e Testing management systems developed in the framework of

* First batch of 1U servers (aka “pizza boxes”)

* NAS (6 TB raw)

* (Small) Robot L180 StorageTek (1.8 TB) for backup (no HSM)
* Preparing for the new data center

DataGrid project
* Es. Scalability test of LCFG (first provisioning tool)

May 7, 2021
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Progetto Speciale Centro Regionale di Calcolo Tier:

Piano della Realizzazione
delle Infrastrutture di Base

ISTITUTO NAZIONALE DI FISICA NUCLEARE

1

Z] @ ISTITUTO NAZIONALE DI FISICA NUCLEARE \

N

Progetto Speciale Centro Regionale di Calcolo Tierl
D1.3

Autori
Luca Dell’Agnello, Pietro Matteuzzi, Federico Ruggieri, Stefano Zani
INFN - CNAF, Bologna

DRAFT V0.3 del 21 Luglio 2001

Piano dettagliato degli acquisti di materiale
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The Tierl —the
production phase

From 2003 in production in the
current location

Luca dell'Agnello
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INFN

The Tierl — “first version” (2003-2007) ==~

I(Dzeos(i)g;“r)m, start-up and management coordination of the first farm

® 160 1U bi-processor nodes (single core!), FastEthernet network e b ——e

® Managed by Torque/Maui o I J 5 — | =

* Static allocation of resources for each collaboration (Virgo, LHC) N W | gl 1 b | T s s
e For CDF and BaBaR legacy (dedicated) farms

e Cluster "segregation” with dedicated VLANs

Since 2004 legacy farms merged in a common farm
— ~1000 bi-processor nodes
— Fair share mechanism implemented
— Since 2005 farm managed by LSF
Storage system still in evolution (2005)
e GPFS, NFS and XRootD for disk-only storage (non grid access)
e CASTOR as HSM (mainly for LHC experiments)

— CASTOR SRM for Service Challenges from 2006

e New tape library installed (StorageTek with 9840 and
LTO drives)

Design and set-up of AAI for CNAF
WAN access: 1 Gbps
LHCOPN: 10 Gbps (from 2006)

May 7, 2021 Luca dell'Agnello 10



The Tierl —the “roaring years” (1/2)

2005-2011: coordinator of Tierl Data Management group

* Management of disk and tape storage, databases, FTS, etc.

e Coordination with WLCG for Data Challenges, etc.
* INFN representative in WLCG MB (2006-)

First goal: consolidation of storage configuration

Comparative test campaigns (2006) to validate storage model based on GPFS

* CASTOR showed too demanding for support effort and not fitting with disk-only usage
Other issues with CASTOR acknowledged in 2007 from CERN after ATLAS (K. Boss) complaints and tests by B. Panzer-Steindel
* Evaluated also Lustre and HEP specific solutions (dCache, XRootD)

May 7, 2021
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Measurements both with standard benchmarks and experiments real use cases
* Stress test with real analysis and reprocessing jobs

Also, StoRM tested in production environment

Network utilization — last day

<R

Istituto Nazionale di Fisica Nucleare

300 M

e T

il 14-hours:

12: 00

18: 00

W eth1 in aver: 237.08M max: 372.53M min:

W eth1 out aver:

S.83M max:

9.76M min:

00: 00
0. 068M curr:
0. 98M curr:

15 parallel streams/transfer to GPFS
120 concurrent transfers (4 GridFTP servers)
~ 100K files (17 TB)

4341130 1301 # 1001044
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The Tierl —the “roaring years” (2/2)

2006: All legacy storage systems (XRootD, NFS) moved to GPFS
Disk-only system for LHC experiments (Atlas, LHCb) moved
from CASTOR to GPFS (2007)

e StoRM in production

2008: new library installed (SL 8500) with 1 TB tapes

Sept 19, 2008: LHC RUN1 interrupted due to damage to some
magnets "following a large helium leak”

2008-2009: R&D to extend GPFS usa%(le also to tape back-end
storage (HSM) before the start of RUN1

 GEMSS: integration of GPFS with TSM and interfaced to StoRM
* Collaboration with IBM

* Solution validated with a WLCG data challenge (STEP09)

October 2009-March 2010: completed migration of all
storage systems to GEMSS

e LHC RUNL1 just started....
Q3 2010: transition to 10 Gbit technology on servers

In the meanwhile (2008):
Data center completely renewed

Study of virtualization — WNoDeS

GPFS utilization

<R

Istituto Nazionale di Fisica Nucleare

600 N i

i 1A DR A

g o |

iizi.m,nrwl WV

5 aon [ fM) A N
100 M “j

18:00 00: 00 06:00 12: 00
W gpfs_tsm_cms write aver:335.4M max:530.5M min:0.0 cu

W gpfs_tsm_cms read aver:110.8M max:330.IM min:3.4k curr:218.6M

Throughput from tape =
Throughput to tape. —

Strong activity in the grid group (middleware development and infrastructure management)

May 7, 2021 Luca dell'Agnello
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The consolidation decade: 2011-present INFN

Istituto Nazionale di Fisica Nucleare

e 2011—coordinator of Tierl e
* 5groups (|T services, technological plants and User Il supercervellone nascosto nel 'garage delle meraviglie' in via Ranzani
Support A rat et ol deltitit Nl isc e, avane 24 r .24 dt el sprinent 4ol em
* Growing number of supported experiments
(currently > 40)
* Optimization of performances of Tierl
* LAN reconfigured to use JF
* LHCOPN/ONE upgrade to 2x100 Gbps
* Disk-servers” 10 = 20 = 40 = 2x100 Gbps e
* Farm always used 100% T e
* Second library installed (2020) with 20 TB drives plviutehyriuprkegssmisiai vyl
* Organizational effort e s
* Study and standardization of services offered to L
experiments T
* Crucial for Data Management

*  WLCG as term of reference
* Reorganization of the support

* Enforcing a more efficient collaboration among the
groups

* Bureaucratic work (tenders etc...)

In the meanwhile:
cloud@CNAF, Cloud@INFN, EPIC

11/16 12/01 12/16 01/01 01/16 02/01 02/15 03/01 03/16 04/01 04/16 05/01

A lot of projects (Indigo, XDC, DEEP, etc....) Reading access to servers

SSNN and Information system

May 7, 2021 Luca dell'Agnello 13



Istituto Nazionale di Fisica Nucleare

INFN Tierl beyond CNAF data center INFN

* Since 2015, we have started testing use of remote CPU resources to extend
our data center beyond CNAF site in a transparent way for our users

* INFN Tierl CEs as unique access points also to these resources
e Key issue is data access (i.e., remote or cache)

 Functional tests on commercial clouds
e Aruba (2015-2016)
e Azure (2017)

 Participation to scalability tests with hybrid cloud in the context of EU project
HNSciCloud

e Static allocation of remote resources
e Bari-ReCaS (since 2017)
e CINECA (since 2018)

* Opportunistic CPU on HPC
e Grant to WLCG experiments (ended Q1 2021)

May 7, 2021 Luca dell'Agnello 14



CNAF - CINECA Data Center Interconnection @

Istituto Nazionale di Fisica Nucleare

INFN TIER-1

D —— I

fiber 4x100Gb
(LACP port channel)

4x100Gb (LACP port channel) NE 10032

_______________ . TIER-1 transparent LAN extension
RTT as in LAN: (~.48 ms)

—_—— -—————

NE 1072 NE 1072 NE 1072 NE 1072

—_—

216 Server (36 physical cores, 256 GB RAM)
~ 180 kHSO06, Intel® Xeon® CPU E5-2697 v4

15
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COVID-19 CINFN

Istituto Nazionale di Fisica Nucleare

* Participation to EU project Exscalate4Covid
* We provide data archiving service

e March 2020: SIBYLLA BIOTECH (spin-off from INFN) needed
computing power to simulate the 3D folding of ACE2 protein
* ~half of Tierl farm and many resources from Tier2s used for this goal

e Quite straightforward reconfiguration of our resources for this simulation
e Our configuration does not depend on the particularity of any experiment

O APRIL 29, 2020

: Max number of cores Core h
O QG SR AP THANKSTO THE NNOATON oo s
i SITE simulation CPU source the project
Joint press release Sibylla Biotech-INFN: new binding n CNAF 17500 Generic 3630067
pockets of the ACE2 protein found for subsequent Pl 2556 CMS, Theory 498284
X NS pharmacological studies, and 35 promising molecules selected from
: the computer among the 9000 analyzed, including one molecule of BA 1280 ReCaS, CMS, ALICE 251725
s | t:e [cr:)emica\ family of hydroxychloroquine. The next step is to go to RM1 1536 ATLAS 347525
g the laboratory.
¢ ) Mi 1280 ATLAS 145103
PPN A new target, or rather two, hitherto unknown in the pharmacological
§ 3! fight against COVID-19, to prevent coronavirus from spreading in the LNL-PD 2560 CMS, ALICE (70%/30%) 416083
4 human body, minimizing sidé effects and the evolution of . NA 1024 ReCaS, ATLAS 185536
resistances, thanks to an entirely new strategy for the design of
coronavirus drugs. This is the horizon opened up in biomedical LNF 1280 ATLAS 128576
research thanks to the results obtained by Sibylla Biotech in collaboration with the National Institute of Nuclear Physics
(INFN) and published today, April 29, on the ArXiv academic preprint archive [( https: // arxiv. org / abs / 2004.13493 )AJ TOT CPU
Sibylla Biotech is a spin-off from INFN and from the universities of Trento and Perugia. cores 2901 6 TOT core_h 5602899
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Acrwal CPU Consumption [MMS06 yoars)

The Tierl: some figures CNFN

Istituto Nazionale di Fisica Nucleare

. More than 40 scientific collaborations supported CPU power (HS06)
. Farm power: 420 kHS06 (~42k cores) oo RUN3
. 1400000 1
. ~34 PB of disk, ~¥90 PB of tape !
. ] 1200000 ! I
. Huge increase of resources foreseen in the 1600000 ; ;
coming years S00000 ! !
We are h I
. By 2025 000 e are nere : :
* 1500 kHS06 (~120-140k cores) for the farm 400000 \ i i
* 120 PB (net) of disk 00000 i i
e 200 PB of tapes i |
0 i i
. And even more (x3-4 wrt 2025) from 2027 (HL-LHC) S PSS PP P75 S PP P 5 b P P
. Present data center could host resources up to the P
250000 i i
—m:.rr . L B AT e 200000 We are here i E
€ s0000 150000 i i
gw 100000 )/r
%m 50000 i i
gxoooo: 0 Vo] ~ 00 o [(e} ~ 00 o I
G $g88d5588585858888¢88¢
030202023 2024 3026 5028 3000 2033 3054 : |
s Djsk Tape

Year
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The new challenge CNFN

Istituto Nazionale di Fisica Nucleare

* Long term project to satisfy computing needs of INFN for several years
e 1%t phase driven by LHC Run 3 (2022-2025)
« 2"d phase driven by HL-LHC (2027-)

INFN Tierl will be migrated to the hall B5

* The pre-exascale machine Leonardo
will be installed in the adjacent hall C2

A direct network interconnection will be
available between the two data centers

INFN and CINECA data centers will share

* Technological plants (power and cooling)

e Security and surveillance services

May 7, 2021 Luca dell'Agnello 18
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Summary

* The next 4 years will be crucial for CNAF
* Migration (w/o service interruption) of the data center to the Tecnopolo area
* Evolution of services for the HL-LHC era
* Reshape the CNAF organization to better fit the new requirements

* In preparation for the HL-LHC phase, a major evolution of the INFN
computing infrastructure is foreseen

 Shift to data lake and cloud paradigms

* CNAF will play a central role having the capabilities and the staff to
manage this evolution

* With the migration at Tecnopolo, CNAF will be able to consolidate its
strategic role in the framework of INFN computing

May 7, 2021 Luca dell'Agnello 19



Bonus track: CHNeT and 4CH project

CHNet (Cultural Heritage Network) is the network of the Italian National

Institute for Nuclear Physics (INFN) devoted to Cultural Heritage

Leveraging on skills and techniques developed for Nuclear Physics.

e giving indications to restorers about the correct procedures to be
applied for restoration/conservation;

* characterising materials and manufacturing techniques;

* studying the provenance of the raw materials (in order to retrace
ancient trade routes or to use original materials during restorations);

* giving indications about material authenticity.

EU 4CH project started Jan 2021

* INFN lead partner

*  Prototyping a European Competence Centre for the conservation of
Cultural Heritage

* Inthe medium term the data and the services will be hosted at
Tecnopolo

May 7, 2021 Luca dell'Agnello
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O Laboratori Nazionali

O Sezioni

O Gruppi collegati

@ Centri Nazionali e Scuole

@ Consorzi
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Istituto Nazionale di Fisica Nucleare

The portal <R

 The goal is to create a digital
infrastructure for the services and all the
data acquired by INFN-CHNet
laboratories, allowing to access them and,
through online tools, reuse them for

fu rther anaIYSiS L reverse proxy

authentication

- z
authorization

 Modular architecture based on containers  f .y | g
* Each application structured on frontend and : XRF :
backend containers . & TextCrowd } L
 Reverse Proxy container in front of all services : ' L
as unigue entry point

)
5
)
[
]
)
=
L
72}
=

—

microservices ~ : : Data

21
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INFN
The reverse proxy C

* Implementation is based on Nginx (openresty) + lua
lua-resty-openidc module to support OpenlD Connect and Oauth 2.0

location /login {

— local opts = {

access_by lua_file(lua/login.lua; rgdlrect_url= ngx.var:redlrect_url,
- == discovery = ngx.var.discovery,

. client_id = ngx

location /XRF { client secret = |d and access

set $my_groups "chnet.chnet/users™, scope = "open| tokens saved in session

access_by_lua_file fua/chnet_auth.luz lua_ssl_verify |

proxy_pass http://xrf.chnet-ipternal/XRF/; lua_ssl_trusted certlflcate—
ssl_verify = "no",
renew_access_token_on_expiry = true,
revoke_tokens_on_logout = true

}

local res, err = require("resty.openidc").authenticate(opts)

local res, err, target, session = require("resty.openidc").authenticate(opts, nil, "deny");

if check_groups(res.id_token.groups, Split(ngx.var.my_groups,",")) == false then
ngx.status = 405
ngx.header.content_type = 'text/html’
ngx.say("<html><body><h1>Authorization error!</h1></body></htm|>")
ngx.exit(ngx.status)

end

Access token passed to
upstream as header

local cjson = require("cjson")
local jwt_obj = require("resty.jwt"):load_jwt(res.access_token)
ngx.req.set_header("X-ACCESS-TOKEN", cjson.encode(jwt_obj.payload))

Luca dell'Agnello 22
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—CTM-1 DE:
—STM-1 CH

—STM-1 GARR w—

\

Ascend
CBX 500

IT PoP diagram
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Istituto Nazionale di Fisica Nucleare

Modem

s ST —

Cisco 7507
it1.itten-155 net

stm1 Jﬁrﬂ

Ultra 2

ws1.it.ten-155.net

Ultra 5

e ®

ws2.it.ten-155.net
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.. Sysinfo  National IT sve )

Tecnopolo
INFN Cloud

HTC/HPC farm
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Istituto Nazionale di Fisica Nucleare

nistic

Leonardo

Storage

Data Lake

openstack.

Cloud@CNAF
Local HPC Farm

w/infiniband &

Local HTC Farm GPU
v & GPU Nodes Nodes@CINECA CINECA HPC
Farm
""" e
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Tecnopolo vs. LHC schedule <R

Istituto Nazionale di Fisica Nucleare

2019 2020 2021 2022 2023 2024 2025 2026 2027

AM 1]3]As[oINID|3[FIMAM 3] 3]A[s[oIN]D| 3 [FIMAIM]3[ 3 ]A[S[oIN[D 3 [FIMAIM]3 3 [A]s[oIN[Df 3 [F[MIAM 3 ]3 [Als[oIN[D| 3 [FIMAM 3|3 ]Als[oINID| s [FIMAIM 3 [ 3 ]A[S[oIN[D] 3 [FIMAIM]3 3 [A[S[oIN[D 3 [FIM[AIM]3 3 [A]S[ON[D

Long Shutdown 2 (LS2) ] Run3 Long Shutdown 3 (LS3)

0 ey [y
| |

2028 2029 2030 2031 2032 2033 2034 2035 2036

AM3]3]A[s[oIN[D{ 3 [FIMAIM3[3]A]s[oINID| 3 [FIMAIMI 3]3S [oIN[D] 3 [FIMIAM 3 [3]A[S[oIN[D 3 [FIMAM3 [ 3 A[s[oIND| s [FIMAIM]3 3 Als[oINID| 3 [FIMAIM 33 [AlS[oIN[D 3 [FIMAIM 3 3 TA[S[OIN[D{ 3 [FIMAIM3 [3]A]S[ON[D

‘/ N\ ( Yy

Run 4 LS4 Run 5 LSS

Shutdown/Technical stop Technobole bhase 1
Protons physics L pole p

Ions

Commissioning with beam - Technopole phase 2

Hardware commissioning/magnet training

[ ] Migration
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Istituto Nazionale di Fisica Nucleare

Technological plants CNFN

Central infrastructures (sized for both phase 1 and phase 2)
* Primary electrical and hydraulic distribution in data halls B5 and C2
e Located in halls G1, G3 and on the second floor of C2
* 9460 m?in the halls (G1,G3,C2) + 3525 m? of tunnels to data halls

* Secondary infrastructures

* Power distribution, hydraulic distribution for temperate and cold water, the ventilation
and conditioning system, security systems and access control

* Located within data center (or near it)

e Power distribution: 4 main branches (3+1 redundancy) consisting of 4x3200
A busways

e Phase 1: up to a maximum of 3 MW under UPS with (3+1) redundancy (4x1 MW UPS)

e Hydraulic distribution (3+1 redundancy)
e Temperate water (40-50 °C) for racks with DLC (40-80 kW/rack)

* Chilled water (19-26 °C) for racks with rear door and/or plenum cooling (up to 30
kW /rack)

May 7, 2021 Luca dell'Agnello 27



The main characteristics of the two phases INFN

IT power : .
P Phase 1 Tierl1 @CNAF:
[MW] « 800 mfor IT
6oom % - i N m
Egg'ﬂ o

. : [E3LS
2021-2026  2027-2030 Power:1.4 MW b | -
o . 7

b Phase 2 ’ ‘ toB % %@Ei %} = i 85
f Expansion Si rkm# U HJ Lé;

8 10 PUE@Tecnopolo: 1.1 IEj| ‘ A | phser h" 8 C2

. z . v Expansion re-«exascaemac» he .. :

10 13-20 PUE@CNAF. 1.6 F ;: 1200 m2 LES)I;IOA:"IZO E@
;E —] ; Ll Er
Future
IT surface .
Phase 1 Expansion
. Surface

(requested) urrace 1or Tunnels

2021-2026 2027-2030 Beyond 2030 Technical [m?]
CEO  wse0 ke N B Infrastructures 9460 m
1000 2200 (+1200) 3200 (+1000)

2560 4260 (+1700) 6260 (+2000)
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The layout of the data halls (INFR

Istituto Nazionale di Fisica Nucleare

Leonardo _
/ Requirements
) ’ Qﬁﬂ el ) N ) -]3[\ g
% "Z E“"E ] ] % ] 2025:
1 e F ¥ * CPU (~1 MHS06) — part of
CINECA ¥ | I 177 2 pledges from Leonardo + ~3-8
data hall IIIIIIIII 1k racks
ARRERLE i e Disk (~100-120 net PB) — from
]l = = = = 80 racks 19 alracke REYEDS ;
O ‘;fr;m;,!x — IR 25 to 60 racks depending on
| 3 P Bl | i | ) “16. klN) I o the storage model
. SI— 1 S i |+ Tape—space to install up to 4
o fm o | \g H H Sard T libraries
=R v NN 4 )
THEEREE | = e Services — 24 racks
INFN BB SEHHEE | |
data hall 2’ e g
4 5 38 3 88 5 38 3 2 .
. / i il ey e Storage area with 16 kW racks
— 2 options for racks in CPU area:
. Network * 40 kW racks (with cooling plenum)
cpu  Expansion Storage/services Tape . Racks with DLC (80-90 kW)
area area core area libraries
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Istituto Nazionale di Fisica Nucleare

Leonardo: the pre-exascale machine (INFR

* The tender was assigned to ATOS-BULL (August 2020)
* Delivery scheduled for the end of 2021

* 2 partitions ey
Controller
Upto2
* General Purpose (~3 MHSO06)
® 2 Sapphire Rapids CPUS/nOde § e e = = Egtsgﬁlg‘:leizgg::ect
o “a ) — Technologies:

¢ N O Ethe rnet: Ca rd tjlpttio 32 compute e 5“?.,22813(‘1?; on I' . :‘ S:‘II;mi HOR
° |nte rconnectlon to Tlerl V|a IB éicilv1c»!z:>£1\es provided = - EX T »_High-speed E‘l.?lf'lrlr:l
e Skyway IB-Ethernet (2x1.6 Tbits) * te i s

e HPC (“boost”)
e 1 CPU (Ice Lake) + 4 Nvidia GPUs/node i P

Cooling
Inlet wate

let water
temperature up to

* A fraction of the GP partition will
be used for our experiments 1 rack = 96 WNs ~200 kHS06

* Opportunistic use also possible 80 kW (DLC)
* Possibility to buy additional 3-4 racks for the Tierl is under evaluation
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The road to Tecnopolo CNFN

Istituto Nazionale di Fisica Nucleare

30/04 end of executive project || 30/11/21 end of work priority 1 30/11/22 end of work
+ validation (to host Leonardo) priority 2 (to host INFN DC)

50 +30 days
200 days 360 days

15/02 start of executive project

Renovation, Technical Plants,

Migrati h
Data Center Leonardo + INFN BRI

Technopole Renovatior> EXEC PROJ.

* Use of the buildings granted by RER to INFN&CINECA (35 years)
* Preliminary renovation works started
e Executive project to be finalized end of Q1 2021
e Agreement in discussion with TERNA (ENEL in the 15t phase) for the provisioning of electric power
* Framework agreement is being finalized between INFN and CINECA
 Management of technological plants
* Use of Leonardo computing time
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Istituto Nazionale di Fisica Nucleare

Summary <R

e 2021-2022: preparation of the data halls and technological plants
* 3 MW of power (phase 1, 2022-2026)
 Up to 10 MW of power (phase 2, 2027-)

* End of 2022: start of migration
* Exploit Leonardo for part of CPU pledges

* Migration planned to be done with no downs (or almost)
» Storage systems moved one by one with previous data copy (no down)

 Down of one library at a time (O(10 days)) will not prevent data being
transferred from CERN

 Down scheduled for network routing change (O(1 h))

e Current data center will remain in production until the end of 2023
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