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The HEP (and close friends) Computing circa 2020

e Since ~1980, the HEP world has been facing a steady increase in the
computing needs, at least from LEP times
e The increase in needs has seeded most of INFN Computing R&D and

operations in the last 20 years
o The GRID ALEPH (S
o The Tier-1 and Tier-2 centers 1935 K ik
o Now the Cloud, the Datalake, ... =

Dimensionedei (1 TB = 1000 B 1PB=10001B | ~10 PB
dati raccolti x1000 x10
Capacita’ di <<100k 14 M >25M
calcolo (SI2k) x50 x20

Nota: 1 PC attuale ~ 1 SI2k
IFAE Catania 2005 3



2021: WLCG

e 161 official sites, in 42

countries
o  “We only miss Antarctica”

e Pledged resources
o ~8MHS06 (~800kCores)
o ~700 PB disk
o ~1EB tape

e Other resources (HLT farms,
overpledges) count for at
least another 50% on CPUs

e Transfers (as seen by FTS)
~ 50 GB/s

WLCG Transfers - 5 Years (GB/s)

LHC is not
running
now

7 1e9 CPU Delivered: HSO6 hours per month
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What is in front of us?

LHCb + ALICE upgrade already happened, start data taking in ~ 10
months

(@]

(@]

60000

50000

Total CPU[kHSO06-years]
g &8 &
s 8 8

Ambitious, but manageable in semi-adiabatic mode

ATLAS and CMS ~ 2028 with Phase-2

Currently still unable to match a flat funding profile
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Many solutions / ideas under test; using HPC resources is one of them!
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TOP #1 SYSTEMS

In the last 20 years, the following systems made it to the top of the TOP500 lists:

The HPC (“Supercomputer”)
panorama

Supercomputer Fugaku: RIKEN Center for Summit: DOE/SC/Oak Ridge National Sunway TaihuLight: National
Computational Science Laboratory Supercomputing Center in Wuxi

No.1 from Jun 2020 until Nov 2020 No.1 from Jun 2018 until Nov 2019 No.1 from Jun 2016 until Nov 2017

The world is literally full of Supercomputers. Why ?

o Real scientific use cases
] Lattice QCD, Meteo, ...
o Industrial showcase

m  And hence not 100% utilized, opportunities for smart |l conei L
users. Can we be one of them? o e
They are usually very closed systems PERFORMANCE DEVELOPMENT el
o  Few users, with systems designed for their benefit Junggot
L 749 PFlop/s

o Highly parallel: the cost of networking is a big part of the total 1Eflop/s

. 100 Pflop/s
They are expensive 10 Pflop/s

o  100M-1BS$ each is the typical range (for comparison, the total 1 Pfloprs
“cost” of the WLCG resources is ~ 100 MS) 100 THlop/s: 2

10 Tflop/s

Some hint of global slowing down, but not for top 1 7fopss

100 Gflop/s

systems where the “war” is on 10Ghopss |

1 Gflop/s
100 Mflop/s MFlop/s

R
s ? 93 PFlop/s

/”",;;TFIO])/S
N=500 )

June 2008

1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014 2016



Supercomputer - The expected future

The race will go on, at least between major players
EU wants to enter the game - never at the top in the last 25y = “rerermance ners
Next big thing is ExaScale (10'® Flops - operations per second)
o  Should be well available by HL-LHC times; indeed in
principle by this year!
Somehow difficult to compare, technologies / benchmarks, but
o LHC needs today the equivalent of ~30 PFlops
m Not all the flops are equal! This is CPU currently
o A single Exascale system is ok to process 30 “today”
LHC
o Scaling: a single Exascale system could process the
whole HL-LHC with no R&D or model change
Some FAs/countries are explicitly requesting HEP to use the
HPC infrastructure as ~ only funding; it is generally ok IF we
are allowed to be part in the planning (to make sure they are
usable for us)

Share




Top machines now

7.3 MCores, with ARM architectures
5 PB of RAM

RedHat Linux

29 MW (~60 M$/y ?7?)

The second system is

2.4 M computing cores - Power9 + NVidia V100
2.8 PB ram

RedHat Linux 7

10 MW power use (which alone is ~ 20 M$/y)

It is difficult to translate this power in the HS06 metric we use, but:

Intel Xeon Xeon E5-2640v3 is rated at 350 GFlops
The same CPU is rated at 230 HS06

— 1 HS06 ~ 1.5 GFlops

Fugaku ~ 250 MHSO06 (which is ~ 40-60x WLCG)




A quick look at HPCs main features

HPC design features:

Moreover

Performant node-to-node interconnection

Strict user access policy (used == ID card)

Scarce / absent local scratch disk

Limited capability for data access outside the facility, if not absent

Relying on accelerator to boost performance (today mostly Nvidia GPUs, tomorrow FPGA,
Intel Xe, AMD, ... ??)

Storage systems are optimized for latency and speed, and not for total size.

HPC centers differ on a variety of specialized hardware setups and policy wise strict usage
rules can apply mostly for security reasons

All experiments are working on integration of HPC resources with varying levels of technical difficulties
because the HEP systems are built using different technical needs in mind:
- HEP workflows are typically data intensive, and systems deploy large storage systems close to
the computing, balanced with CPU deployment. Most of the software is still designed and
optimized for the x86 64 architecture



Let's see a “good” scenario [ an example |

A typical Marconi A2 node was configured with A typical WLCG node has

A KNL CPU: 68 or 272(HT) cores, x86_64, rated at ~% the HS06 of a 1/2 Xeon-level x86_64 CPUs: typically 32-64 cores, O(10
typical Xeon HS06/thread) with HT on

96 GB RAM, with ~10 to be reserved for the OS: 1.3-0.3 GB/thread 2GB/thread, even if setups with 3 or 4 are more and more typical

No local disk (large scratch areas via GPFS/Omnipath) 0O(20 GB/thread) local scratch space
Access to batch nodes via SLURM; Only Whole nodes can be Access via a CE. Single thread and 8 thread slots are the most
provisioned, with 24 h lease time typical; 48+ hours lease time

Access granted to individuals Access via pilots and late binding; VOMS AAI for end-user access



A detailed
analysis by
category

a longer
list..)

https://cds.cern.ch/record/2707936
[files/INOTE2020_002.pdf

Category Explanation | CMS CMS CMS fallback CMsS CMS Possible
standard preferred workable fallback no-go CMS devels
solution solution for solution (full solution scenario | to solve the

HPC utilizability) (fora no-go
fraction of
workflows)
-
Architecture Base system x86_64 xB86_64 x86_64 + Currently, QEMU?
architecture accelerators (with OpenPower, | Recompiling +
partial utilization) ARM, __. physics
they could validation?
be used but
at the price
of physics
validation
>
Memory per Memory 2 GB/Thread 2 GB/Thread Down to 0.5 GEN and SIM Less than
Th d/core ilable to each GB/thread needs workflows need | 0.5
thread / process heavy less than 2 GB/thread
multithreading, at GB/Thread
the expenses of (0.5GB/Thread
CPU efficiency would be a
limit) in order to
run efficiently
Vo /O demand per 5 MB/s/core 5MB/s/core GEN and SIM Less than
process workflows are 0.1
mostly CPU MB/s/core
bound still ok
with 0.1
MB/s/core
Local Scratch | Local space per 20 GB/Thread | 20 GB/thread local Less than 20 Some CMS No sizeable
space production job GB/thread ok if a workflows run local space
shared high for hours and no
performance FS is without creating | shared
available on all the huge local disk usable FS
machines areas (GEN,
Large multithreading | SIM)
lowers 20 GB/thread
requirement to ~ 10
=
Outgoing Needed on WNs | Full outgoing Full outgoing Connectivity to only NAT with a No outgoing Edge service
networking in order to connectivity connectivity a subset of the IP very limited connectivity running
access remote ranges (for example, | bandwidth via from the Harvester or
data, conditions. to CERN,and to a an edge compute HTCondor?
and to speak to close xrootd proxy service nodes and Prepare a single
the CMS Global cache) no NAT container to be
Pool And to everywhere available deployed at the

we have condor
services?

edge and doing:
NAT for Condor,

Squid, Xroot
proxy cache, ...

2
|




HPCs integration challenges in summary

Integrating HEP experiment workloads on HPC systems poses technical issues
and challenges in two distinct areas:

- Data management and submission of jobs
- how to schedule jobs on HPCs, how to connect them with experiments services, how to
access experiment software and calibrations ..

- Development of the software applications
- HEP software has so far almost exclusively been developed for traditional x86 CPUs,
while HPC systems provide ( and will provide more and more ) their computing capacity
using Accelerators ( GPUs /[FPGAs ) and a variety of technologies such as PowerPC
processors

https://zenodo.org/record/3647548#.YKzxqqlzZH5
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https://cds.cern.ch/record/2016011/files/actchep2015-linennumbers.pdf

ATLAS: Grid Like execution @HPC

HPC provides the external connectivity on the nodes and enables
access to cvmfs software area

Qd  Any ATLAS workflow can be executed. Push and pull mode supported
although push mode is preferred on HPCs without close Storage
Element. Dedicated agents (ARC-CE or Harvester) are used :

[ The data on the grid is typically accessed directly with xrootd protocol or Site :
Copied to/from |OC8| node scratch space. e TR S P VS :

VEGA alone could be able to cover the full CINECA_HPC covered up to 10% of the total CNAF
ATLAS pledge ! pledge Slots of Running jobs (HS06)
i Slots of Running jobs (HS06) 200 K
4Mil |
150K | | il
3 Mil | |
100K ol l |J J l ‘ i adh
i TR N AL ik il
50K ‘\ ] } : ) " N i vy iU
1 Mil L l A |
)
0 — — — — — Mostly Event 05/01 07/01 09/01 11/01 01/01 03/01
i ey min max avg total v
= Pledges 326 Mil  3.26 Mil Generation 903K 951K 948K  138.3576 Mil
== MC Simulation Full 0 3.47Mil 55 162.8K 66.9 K 24.4853 Mil

== Group Production 0 757K 212K  8.05 Mil INFN-T1-CINECA_HPC 0 31.7K 73K 2.6690 Mil


https://cds.cern.ch/record/2016011/files/actchep2015-linennumbers.pdf
https://cds.cern.ch/record/2016011/files/actchep2015-linennumbers.pdf

ATLAS: Workflows for ‘closed’ HPCs ( the hardest Case)

Limited connectivity execution: when the nodes do not "CERN

have outbound network access. Panda |

Q The ATLAS software can either be installed locally on a - I
shared file system or provided through fat containers on - 'E aCT ]
HPCs that support singularity or shifter. Such HPCs , [Harvester
typically run ATLAS Event Generation or Geant 4 —— l -
Simulation where conditions data can be stored in a local ARCCE |
SQLite file. l

d  The ATLAS agent (ARC-CE or Harvester resources broker)
receives the payload description including a list of input
files. This list is then processed by the agent’s
data-transfer subsystem. Dedicated data-transfer nodes
can be transparently used and tuned for transfer
performance. The completed payloads are processed by
the ATLAS agent and the output files are then transferred
to the pre-assigned remote Storage Elements.




* 02 = Online-Offline Project

HPC and cloud resources (ALICE Run-3 software) ALTCE

e Thanks to the new O2 simulation and reconstruction code (Run 3) possible to
fully exploit the multi process features

e Significant progress has been made to incorporate HPC and cloud resources
in the standard ALICE Grid workflows

o Multicore queues at CERN used to test and benchmark the O2 MC code
o Intel based HPCs (Marconi @ CINECA, Cori and Lawrencium @ LBNL) have
been used for the O2 MC challenge

e Future steps:
o porting the O2 code to Power 9 and ARM platform

March 16th, 2021 S. Piano - The ALICE 02 computing model for Run 3 and 4 1o



% LHCDb: distributed computing integration

e Support HPC with external connectivity (multi-core allocations)
e Tools to exploit HPC with no external connectivity are in progress

@0® Tackling the distributed computing challenges

® Overview

* 1 main variable directly affects the chosen solution (push, pull):

+ Do WNs have an external connectivity? yes (or only via the edge
node), no

® Other variables generate variations that can be added up to the
proposed solution:

+ Is CVMFS mounted on the WNs? yes, no
+ Is LRMS accessible from outside? yes, no
+ What type of allocations can we make? single-core, multi-core,

multi-node

= We will go through different cases: from the easiest to the hardest
one

Virtual DIRAC Users’ Workshop - Monday, 10th May 2021

N\

\

®0@® Tackling the distributed computing challenges
Push model: No Ext. connectivity, No CVMFS

In Progress: v7r2? VO action
As it was already said, SC do not provide CVMFS by default.
CVMFS-exec cannot be used in this context.
Subset-CVMFS-Builder

* Run & extract CVMFS
dependencies of given
jobs

® Use
CVMFS-Shrinkwrapper

[1] to make a subset of
CVMFS

® Test it & deploy it on
the SC shared FS

Virtual DIRAC Users' Workshop - Monday, 10th May 2021




% LHCD (. stagni et al. @CHEP 2019) arxiv:2006.13603

LHCb multi-core Grid submission

o  DIRAC Matcher service
o  One pilot per node, partitions the node
for optimal job allocation

E MarconiA2 @CINECA (1x 68-core 1.4GHz KNL with 4x HT. . .
—— 8 i T MarconiA2 @CINECA (1x 68-core 1.4GHz KNL with 4x HT)
1 T
| ] '
g ;8 NoHT = 2xHT . 4x HT ol MAXIMUM MEMORY: 96 GB
P < (@] | noHT  2xHT ax HT
£ 0 e\
| o &~ g
o a
AL Dl D
s 1
L[ «‘ég ® | #procs O |
o
m # 4 (\9 : per MP job
=1F] oy ek 1 (sp) CIEJ
O |53} ’ e 2 i 20
ST Fi | E
=1 : ! Bl
3 : ] o 17 23 %5
-g = oo 34 w
° 1 *—e 68 m
136 ]
4 0 : L L — n % 50 100 150 200 250
0 50 100 150 200 250 Level of parallelism (#jobs times #procs per MP job)
L | Level of parallelism (#jobs times #procs per MP job) N
' v
# threads

LHCb MC Simulation software
o  RAM enough for ~80 single-process jobs
o Using a multi-process application, may use
136 threads with 8 MPx17 jobs, but with
minimal gain in event/sec throughput

DIRAC Matcher service
7] DIRAC Jobs
I O D
Li queue
Resources
capabilities
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https://arxiv.org/abs/2006.13603

CMS current approaches

CMS has developed and
deployed two distinct strategies

Overlay batch model
a. Currently two incarnation

Gridka WLCG Tier 1

increase
resources
oD B g
Users [ Tln IS
COBalD
decrease
Job usage resources
submission monitoring
Overlay ey usage
Grid CE Batch System monitoring
(OBS) integrate
@] into OBS ‘ ‘
jobflow

2. Site Extension
a. adopted at CNAF
b.  Mainly relying on two pillars
i. Storage access
ii. Site level defined
matchmaking rules to
. allows to cherry peak

7

____________________________________________

3. Investigating the HTCondor split starter
mechanisms for filesystem based
communication (BSC)

Workflow
(resource
provisioning trigger)

HepCloud US Project

= Facility
"| Interface
Monitoring takes input

from all components

A

l External Site

Access Point

schedule request
and start resource

Resource Pool
VM

bare container
metal

Authentication and
Authorization

Monitoring | » Decision Engine |

| Provisioner

¥ v v
Local _ HPC Grid
Resources

> Facility Pool

Cloud
Resources




HPC Overall usage

CMS HPC usage in '20 and '21: Number of Cores

B TACC B sDSC PSC W NERSC [ CINECA

30000

20000

10000

HLT Cloud 303.0 26.8 9.5

NERSC (HEPCloud) 19.5 &F 0.6

PSC (HEPCloud) 27.8 25 0.9

SDSC (HEPCloud) 143 13 0.4

TACC Frontera

(HEPCloud) HPC 17.6 1.6 05
TACC Stampede 2

(HEPCloud) 3.2 0.3 0.1
TAAC Jetstream

(HEPCloud) 12.1 1.1 0.4

CINECA 9.4 0.8 0.3

ForHLR2 (KIT) 1.2 0.1 0.0

CLAIX (RWTH Aachen) 2.7 0.2 0.1

Tier-0 (beyond pledge) 56.3 5.0 1.8

Tier-1s (beyond pledge) 624 5.5 19

Grid sites

Tier-2s (beyond pledge) 546.1 48.2 17.0

Tier-3s 43.2 3.8 1.3

0SG Grid 0.4 0.0 0.0

BEER ! 8.7 0.8 03

Other any 4.2 04 0.1

Total All opportunistic 1132.1 100.0 35.3

From 2019 to 2020 HPCs contribution had x3 increases

- From 33.6 to 108 kHSO06/y.

19




GPUs and heterogeneous computing

e Since 2019 ( Patatrack ) CMS has started woking the porting the code to CUDA
o Currently offloading about 25%
e Currently investigating the adoption of High Level Frameworks such as Alpaka,
Kokkos and SYCL
o allows writing single common code basis
o EuroHPC/TEXTAROSSA Project
m CNAF and PISA involved

GPU

A. Bocci for patatrack

25% CPU time reduction
when offloading pixels,
ECAL and HCAL to GPU

(GPU used at 25%)




See S.Dal Pra @ ISGC

A few words on our national (INFN)

landscape

Integrating Tier1-CNAF and CINECA in the most
transparent way to the end user/ experiment

=
)

7

Core h by VO

CMS
ATLAS
LHCb
ALICE
N/A
Unused

=
/ PRACE Project Access. Pl T.Boccali.
30McoreH
External networking enabled to CNAF and ,
CERN A HTCondorCE/Slurm allowed on one CINECA login nodes

- Partial routing to CNAF storage / squids over the dark
fiber @ 40 Gbit/s (Will improve with next machine)
Enough to guarantee access to CNAF storage and

conditions for experiments’ workflows + HTCondor
pilot communication

Moreover: We use it also for accessing externa| IE——
data via proxies (xrootd)

2078

187TB

16 TB

1478

1278

— quota

09/26

used

Disk usage cineca

09/27 09/28 09/29 09/30 10/01 10/02
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https://indico4.twgrid.org/indico/event/14/session/17/contribution/2

Nov20 top500.org

Looking at ahead: Marconi 100

Rank System

1 1 1 1 1 Marconi-100
Started working on the integration of the Marconi100 at MARCONI - 100 areon
CINECA (Power9+GPU), INFN got 3.5 MCoreH for 2021 vk
Processors: 2x16 cores IBM POWERS AC922 at 3.1 GHz
- Enable multi-arch support for CMS production/analyses jObS Accelerators: 4 x NVIDIA Volta V100 GPUs, Nvlink 2.0, 16GB
Cores: 32 s/nod
- Perform the physics validation on Power9 for its utilization in physics R:;:SZSG Zo;nor;z :
analyses Peak Performance: ~32 PFlop/s
Quick startup guide
Currently: o B
- CMS software stack fully ported to POWER9 A first “scale” test performed as well
- Established a complete integration stack of the CMS Workload CPU cores in Running jobs in CINECA
Management (WMAgent and CRAB) e2kjobs |l O IO
- Successfully (technically) tested analyses and Release " b
Validation workflows -
GPUS “Performance” in A.U. of the HLT application (the higher the better) 0 = = — o d o5 S50 S50 5 e — o
Thanks to LHCb for S oy Ty  GPu Ceeu. Ceeu. oeu
lending the node! . - . = =
’ \2cntelXeon 130 | 24 | T4 | 33(:37%) 865 This first attempt is really promising,
‘Zx EPYC 7502 58 T4 75 (+29%) 75 (+29%) 1832 -
2x EPYC 7742 100 T4 127 (+27%) 129 (+29%) 3170 the focus now Is on
oo o1 _/ [l il NN IR S e - setup consolidation
to optimise CINECA) flags

compiltion lags - larger production


https://top500.org/lists/top500/list/2020/11/

CiNer

A few more words on HPCs with no-network

e Negotiate with the site for at least minimal connectivity (as
for CINECA: ok for CERN and CNAF)

e Encapsulate network on something else (for example BSC(*):
via FS, but it needs a service by service approach...)

e Deploy large containers to avoid needing CVMFS/Conditions
(but condor management traffic? Stageout? Input data?)

e Create edge services to transmit / encapsulate / translate

accesses
o ASquidis (also) such a thing
ATLAS Harvester (**) is (also) such a thing
ArcCE, DIRAC
An xrootd proxy is (also) such a thing

o O O O

How many services do we need to bridge one by one? (xrootd,
srm, webdav, condor connections, dashboard reporting, DBS,
DAS, Frontier, voms connections ...)

e We need a lower level solution, below the application layer

Having routing by kernel to a NAT is clearly a
solution (but it needs the site admins to
agree/implement)

Having a VPN from the site to “somewhere
else” is a solution (but it needs the site
admins to agree/implement)

If the sysadmins agree with deploying the
previous two, the problem is not existing...
... but difficult to find the agreement in some
(known and future) cases

*: Exploiting network restricted compute resources with HTCondor: a CMS experiment experience

**: Harvester : an edge service harvesting heterogeneous resources for ATLAS

23


https://inspirehep.net/files/0404a91104f24e6d5f0657907f3fa16b
https://www.epj-conferences.org/articles/epjconf/abs/2019/19/epjconf_chep2018_03030/epjconf_chep2018_03030.html

(INFN (U

See M.Mariotti @ISGC

- EEE— R it
The overall idea ! .
|
CERN |
|
W Network enabled I et | &— ISOIated
routes o| Network enable || . o i
2| Gaeuay He - ! node
- 1 I “You shall not pass”
Pisa |
P '
CNAF I / o \ :
| |
7 < |
I t lib: t lib: t lib: : Tsoc ks
) | wrapping wrapping wrapping \
.. and something that converts an : , - :
existing routed connectionintoa | Unmodied | | Unmodied | | Unmitie | After some
prOXy SOCket. | Process | Process Process | | researCh, we came
: Il up with the idea of
, , —_— J1 wrapping
Two possible solutions: (PRELOADING)
1. ssh-D the net callsto a
2. tunsocks + openconnect local socket... 4



https://indico4.twgrid.org/indico/event/14/session/17/contribution/9

Summary

e HPC will play a key role in the future computing of the Experiments
o Requires both technical and political effort

e Although many progresses have been done by all the experiments, not all the workloads

can'’t be efficiently run on HPCs
o Suitable for opportunistic computing but we are still not ready for replacing

grid-based resources ( pledges ) with HPCs

e Alot of work still needed to deploy experiment software to fully profit from the accelerators and
variety of processors at HPCs

e At national level, INFN the investment done at MarconiA2 with (Grant LHC) is starting
paying back with ongoing Marconi100 system
o in turn will be of fundamental importance for Leonardo, the pre-exascale system
o Moreover it is a valuable experience in view of the new technopole datacenter under
construction
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