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Operational Intelligence

https://operational-intelligence.web.cern.ch/

e A cross-experiment effort aiming to streamline computing operations:

o Minimize human effort in operations by increasing automation

o Improve resource utilization by reducing wasted cycles

o Build a community of technical experts: critical mass to have impact
e Our mission:

o Identify common projects

o Leverage common tools/infrastructure

o Collaborate, share expertise, tools & approaches

o Across experiments

o Acrossteams (operations, monitoring, developers)


https://operational-intelligence.web.cern.ch/

WLCG - Worldwide LHC computing grid , S

e Distributed computing infrastructure
that provides computing services and
storage resources to process and store
LHC data

e WLCG is made of 900 000 computer

cores from over 170 sites in 42 countries SR Google
e WLCG runs over 2 million tasks per day

and, by the end of LHC Run 2, global management (WM)

transfer rates regularly exceeded 60 e Distributed data

GB/s management (DM)

e Close to an exabyte of LHC data already e Sitesand facilities
collected and stored



Preparing for High Lumi LHC

e LHC experiments built successful computing systems for LHC Run 1/2

©  Wedonot have a simulation of the Grid
o Up to now we monitored to debug in near-time.
m Canwe do better?
e HL-LHC: one order of magnitude more resources than today
o Personpower will not scale
e However: computing operations (meta-)data is all archived
o We have logs for transfers, job submissions, site performances, infrastructure
and service behaviours, storage access

o All this knowledge should be exploited!



Ongoing Efforts

e Run an experiment-agnostic technical forum to:
o Bringpeople together
o Discuss ideas, brainstorm, share experience and code

e Weidentified areas where shared development can occur:
o Workflow Management
o Data Management
o Computing facilities

e We provide some shared infrastructure:
o A common k8s cluster for services to be deployed.
o A framework which can be used to develop new tools



ML areas of interest

Classification: predict which transfers/jobs will fail
o Decision trees,neural networks, ...
Regression: predict time-to-complete for jobs, transfers, campaigns
Clusterization: group alerts, errors, root cause analysis
o K-means, DBscan, PCA, ...
Natural Language Processing (NLP): log text analysis, tickets
o Word2vec,transformers,...
Anomaly detection: detect problematic links, hosts, storage end-points
o Time series, multi-variate,...



Infrastructure kubernetes
e Based on open-source products \Z
VICTORIA

METRICS

o Kubernetes for deploying and scaling services
o HTTPand AMQ for data injection g
o Prometheus and ElasticSearch for managing Prometheus

metrics and meta-data

e Features: @ influxdb
o Clear separation of Data, Infrastructure, Visualization
o Data standardization,common naming convention, y
kibana

data validation

e Automation:

NIA[T

o Data annotation,alerting, notifications, tagging
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The shared k8s cluster

e common (not experiment specific) space to deploy applications

Authorisation Service A }
Service

[ Authentication

Data fetch
[ ata fetchers Service B }




Intelligent Alert system

e We added an intelligent layer to CMS monitoring infrastructure to detect,
analyze and predict abnormal system behaviors using alerts

\ etk i e The alert manager fetches the existing
alerts, filters them, and annotates
™ aorrerccn |- [ EEw— Grafana dashboards based on the alert
1 T ] tag
e SSBand GGUS are also integrated into
_ e e, Mgt || sax the Alert Manager
Fetch Alerts Updating AM T T T T
v t (

The system provides useful insights

reprocessin e e
o : i el about when outages happen and how
Swoting _Silencing they affect the productivity reported by

various systems in CMS dashboards

L Annotating

Dashboards
L —

More info: http://cern.ch/qo/qug



http://cern.ch/go/cxg8

Fetch entities for jobs in final state

Workload management: Jobs Buster

Calculate lost wall
time for each job
(0if job has not failed)

Build failures
—————¥ predictive model

Extract principal
influencing factor from model

Found factor
is homogeneous?

Split Data Sample using
primary value of the
principal failure factor

e ATLAS “Jobs Buster” tries to spot -

operational problems in submitted jobs

e Uses catboost library

o Naturally supports both categorical

Failure descriptor
finished

I

and numerical features (walltime,

CPU time, pilot version, software

Failure i
updated

version, error message, site)
o Supports GPUand CPU

Data sample described
by non primary value of the principal factor
contains failures?

More info: http://cern.ch/go/8qwC


http://cern.ch/go/8qwC

Predictive model

Input: successful and failed jobs
Gradient Boosting Tree used to

predict the outcome status of a job
by its features

Most important features used by
GBT's are ranked and used to
extract the root cause

Iterative procedure

Step 1: Fetched 20424 failed and 145546
finished jobs

Build failure (wall time loss) predictive model

using both successful and failed statistics

Principle factor at this step is Pilot Version.
One value (“Unknown”) is responsible for 150
failures. No successful jobs with this value

/\

Repeat procedure

failure reason

Failure spot #1 has found. We can Select jobs with Pilot Version #
clearly select jobs with homogeneous “Unknown”




Results
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Data Management - FTS

FTS (EileTransferService) is the
service responsible for globally
distributing the multiple
petabytes of LHC data across
the WLCG infrastructure.

~10"5-10"6 error
messages per day
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https://fts.web.cern.ch/fts/
https://fts3-docs.web.cern.ch/fts3-docs/GLOSSARY.html#wlcg

Analysis of FTS error messages

e Every day operation teams must deal with multiple data transfer errors

e The monitoring systems help users to detect anomalies, to identify duplicated issues, to
diagnose failures and to analyze failures retrospectively

e Clustering of error messages is a possible way to simplify the analysis:
o Messages having the similar text pattern and error conditions are grouped

o Groups of similar messages are described by the common text pattern(s) and
keywords

o Messages encountered only once or several times are considered as anomalies

e There are currently multiple efforts trying to analyze the error messages and simplify
operations
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ClusterLogs

e ClusterLogsisa framework developed within OI to cluster error messages

More info: https://github.com/maria-grigorieva/ClusterLo

INPUT: Processing (LD) OUTPUT:
DataFrame with Levenshtein Distance > , DataFf;mePWhith
. y atterns, Key Phrases
ErTGRAMESaREs clustering (matching and Indicas
@ accuracy 80%)
Data Trimming Vectorization Machine Learning Clusters Description
Clustering
Tokenization Vectorization of tokens Common Patterns
(word2vec) Clustering algorithms: Extraction
Regex Cleaning ~DESEAN
— - HDBSCAN
Vectorization of - Optics Key Phrases Extraction
Regroup by Equal messages - Hierarchical
Patterns - K-means
15


https://github.com/maria-grigorieva/ClusterLog

CMS FTS log analysis with LD

© Biggest clusters over the time

400 K : i :
300 K : : :
200K :
100 K - |
501 | N,
JL‘ UAAaa Bl L'; Roaiadl
0 - 3 > v
04/15 00:00 04/16 00:00 04/17 00:00 04/18 00:00 04/19 00:00 04/20 00:00 04/21 00:00
- Destination file exists and overwrite is not enabled Result (Neon): Could not read status line: connection was closed by server after 1 attempts

globus_ftp_client: the server responded with an error 421 The GridFTP Service is busy and unable to accept this connection. Please try again later.
Error reported from srm_ifce : 2 [SE][Ls][SRM_INVALID_PATH] No such file or directory
— [gfal2_stat][gfal_plugin_statG][davix2gliberr] Result HTTP 404 : File not found after 1 attempts — R

ClusterLogs is used to classify File Transfer
Service (FTS) logs and results pushed back to the
MONIT infrastructure where they can be browsed
from a Grafana dashboard

More info: http://cern.ch/go/qk7S

Most failing destination hostnames
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-= storm.ifca.es
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http://cern.ch/go/qk7S

CMS FTS log analysis with ML vs LD

e ML model Percent reduction 06/11/2020 to 02/12/2020
(Word2vec+DBsca —_
n) requires more 0.92
cleaning than LD c 0.90
=}
approach g ossr
e Lessclusterswith ¥ oser
ML, but top 10 € 084l
- e
clusters basically g os2r
the same 0.80 —e— NUCLEUS cleaning
o Difference of 0.78 —e— SOTA cleaning
1-2 clusters/day  o7sf | : . . : : ({9 NEW cleanig

2020111!0620201n!0920201111122020111315202011”132020;11!212020;1112“2020;111272020;11330
Day



Clustering FTS Errors - Method

Vectorization (offline) Clustering (online - daily)
e Transform textual information into e Group message vectors using
numerical KMeans algorithm
e Minimal pre-processing (split oop
URLs and remove punctuation) . By
BT " %qbq_ + 1
Raw message: _ . e 1’%{ i
[se][statusofgetrequest][etimedout] ' e S
srm: //uct2-dcl.uchicago.edu:8443/sr %
m/managerv2: user timeout over. | P
. . 05 * k.
Tokenization: Wia
[“[se]”, “[statusofgetrequest]”, ‘ VECTOR SPACE o4 | R
“[etimedout]”, | MODEL + tre o+
“srm://uct2-dcl.uchicago.edu:8443”, ; 03l e
“/srm/managerv2”, “user”, error | error
“timeout”, “over” A msgl |
] msg3 Token 2 2
o Iteration #0
Word2Vec: A":{_e‘\ error 010701 o0z 03 o0a 05 06 07 08 o098 1
: o\ msg2 18



Clustering FTS Errors - Results

Main results are: i) summary table and ii) time evolution plot

Highlights:

1D

Clusters contain similar messages, although allowing some variability
The model learns to abstract message parameters as IPs, URLs, file paths
Evolution plots give immediate indications on errors time trends
(increasing, cyclical, transient, ...)

Top 3

Cluster 0 - day: 2021-01-15
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destination overwrite srm-ifce err communication 10000

error on send err [se][srmrm][] SURL
Isrm/managerv2 cgsi-gsoap running on $ADDRESS
reports error initializing context gss major status
authentication failed gss minor status error chain
globus_gsi_gssapi ssl handshake problems
globus_gsi_callback_module could not verify
credential globus_gsi_callback_module could not

8000
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destination overwrite srm-ifce err communication
error on send err [se][srmrm][] $URL
Isrm/managerv2 cgsi-gsoap running on $ADDRESS
reports error initializing context gss major status
authentication failed gss minor status error chain
globus_gsi_gssapi ssl handshake problems .
globus_gsi_callback_module could not verify

credential globus_gsi_callback_module could not tl m e 19

# of errors for selected cluster
vs

77410 9.45% Site C




Clustering FTS Errors - Validation

e Clusteringresults compared to GGUS tickets opened within * 3 days from
the period of the analysis (15 January 2021)
e Promisingresults:
o Exact match: GGUS site AND message match cluster summary
o Fuzzymatch: evident connection with more than one ticket
o Partial match: GGUS site OR message match cluster summary

N. Clusters Exact Fuzzy Partial False False
) Match Match Match Positives = Negatives
Highlights:

e Some false positives were real problems, but were not reported in GGUS
e Few false negatives: unusual to have issues completing undetected

20



Anomaly detection on FTS transfers

e Ongoing collaboration with Google and UCL to develop a

recommendation system to prioritise transfer errors

e Analysisof FTS data showed that we can study errors evolution not only

over time but also over the interconnection between nodes (links)

sen ikt ac 28 grest vdo ahe
" 14 46
37
63813 44551 058 459
4764 3487 157 5
750 5132 828 33056
43079 1446 875 5364
14670 203 549
Oct 1, 2019 - Nov 1, 2019
Figure 3: Count of errors over connection pairs

dst/ Record Count
) i

10,940
4429 14515
149 4544
6938 28582
11.091 1,508
4983 77
10772 61,104 24
10025 874 1
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MIDAS (Microcluster-based Detector of Anomalies in Streams)

More info: https://arxiv.ora/pdf/1911.04464.pdf

e Findsanomaliesin dynamic graphs (file transfers, intrusions)

e Detects micro-clusters (sudden “burst” of connections between nodes
(multiple retrials, DOS)

e Memory usage constant and independent of graph size

e Update time in streaming scenarios is also constant
Start_Hour / Record Count

boby 3226 tier din Mz acza 4108 3450 asn ans 4838 am 1188 s 4500

Figure 4: Variation over time for a given connection pair 22


https://arxiv.org/pdf/1911.04464.pdf

Results

Anomalies over Time

Errors over Time

Biozibeopeay ()

uo-oe"day) wsod
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Anomaly detection on transfers

e Next steps:

o Include text features in anomaly detection. We must consider not only the
number, timing and location of links between nodes, but also the messages.
Other metadata such as user, file size etc... may play a role too

o Include data from GGUS tickets to validate the results

o Build an interface for shifters to explore the results of this analysis

e Thiseffortis now a pilot project in the EU CloudBank:
https://ngiatlantic.eu/funded-experiments/cloudbank-eu-ngi

24


https://ngiatlantic.eu/funded-experiments/cloudbank-eu-ngi

Cloud anomaly detection

More info: http://cern.ch/go/grf9

e A CERN-IT project to detect anomalies in the CERN Cloud:

o Identify operational issues

o Getacomprehensive understanding of the cloud performance

e A grafanaannotations enhancement has been developed in parallel to:

o Allow experts easily give feedback on the results, directly from Grafana

Metrics are encoded as images or vectors according to the ML model

m metrics

pu_percent_idie {3 = _:
U ercent_sSystens
Q. I'VJZ f

L face ets_

inter e



http://cern.ch/go/grf9
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Facilities: Industry examples

e Building sensors throughout their networks so that they can redirect workload to

offload overloaded nodes

-
e Using SMART (Self-Monitoring, Analysis and , ‘ Data Cliansing

Collection and Storage

Reporting Technology) to derive disk failure
predictions and replace hardware proactively ’
e Using Al to manage the cooling and power

management of the data center (advertising up 5 >

Data
Control Processing

to 5% gains in performance)

e I[n general: predictive maintenance based on (
4
sensors and computing logs LData Analytics

27



INFN Bologna - Predictive maintenance

e From reactive maintenance to predictive maintenance

e Parsingthe logs of computing services

pmmmmm————- 0 s (3) Software solution ! Work done
1 : : Input - Raw log data i i Nextstep

1 Log Data ! : (online) Template : Outputs Future work
1 Pre-processing : > Classification . = O

1 :

Log Sequence Log Sentiment Cross-file Anomaly
Pattern Processing Analysis Tracking

4
1 1
Unstructured/Semi- 1 (online) Anomaly ! 1 Parameter 1
structured log data 1 identification ! 1 Extraction :
1 1

Prediction Diagnosis
More info: http://cern.ch/go/B9KR 28
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Project Status

Service

Shared k8s cluster

FTS log analysis with ML

Work in progress

In testing phase

Status

FTS Anomaly Detection with Google

INFN Bologna - Predictive Maintenance

Work in progress

Work in progress
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Outlook

We have in the past 2 years gathered expertise
and an understanding of the various efforts

Lot of opportunities to span new collaborations
and work on exciting cross-experiment projects

Challenges:
o Anomaly detection/NLP
o Lackof annotated datasets

o Deploy to production

operational-intelligence(@cern.ch
https://operational-intelligence.web.cern.ch/
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Backup



Operations Today

Visualization / Monitoring

ATLAS/CMS: A lot of people involved in
Computing Operations
In 1year:

> 1k tickets for ATLAS, > 2k for CMS

logging

Processing

Systems,
components
services

Actions

Data sources

Data Providers

=
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emails,
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Operations Tomorrow

Frontend: aggregated
views, suggestions, collects <
feedback

Backend: Fetches,
stores, filters, and
analyses information <
about alerts, issues and
solutions

machine

logging

0 0 o

Visualization / Monitoring

Analytics Actions/
alerts

e =

Systems,
components
services

Data sources

Data Providers

Actions
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Word2Vec

« Mapping of words into vectors

« Shallow Neural Network (NN): stack of hundred processing units
(neurons) interconnected by nodes . Processing units are made up
of input and output units. Weight to be learnt for each

interconnection

Weight Matrix
R

W 1 Columns
Hidden r (300)
(size = 300) € >

N
Q@ O v
O \ ; O | l 2nd Word Vector

[ | 3rd Word Vector
Rows

(10k) LI

Vv

(Ref. backup for Hyper-parameters values)

Output
Layer

Input | —
Layer Hidden
Layer

Micol Olocco - 13/04/2021
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DBSCAN

DBSCAN - Density-Based Spatial Clustering of
Applications with Noise

Two parameters, min_samples and eps, which define
formally the concept of density :

e eps=maximum distance between two samples for
one to be considered as in the neighborhood of
the other.

e min_samples=number of samples ina
neighborhood for a point to be considered as a
core point. This includes the point itself.

Higher min_samples or lower eps indicate higher
density necessary to form a cluster.

Border

MinPts = 4

Micol Olocco - 13/04/2021
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