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Introduction

● In the last days we worked on the development of the framework for the 
Bayesian analysis.

● We will see how it is possible to define a ‘3σ sensitivity’ and a ‘90 % credible 
interval’ in this approach, and we will show that the results are compatible with 
what has been done so far in the frequentist approach.

● As a computational tool we used the software JAGS (Just Another Gibbs 
Sampler), a software which implements the MCMC Gibbs Sampler algorithm in 
R and is interfaced with Python by the package PyJags.

2



Bayes theorem
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[arXiv:2006.02453]

https://arxiv.org/pdf/2006.02453.pdf


Odds Ratio

4

Bayes Theorem

[arXiv:2003.03340]

https://arxiv.org/pdf/2003.03340.pdf


Bayes Factor
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[arXiv:2003.03340]

https://arxiv.org/pdf/2003.03340.pdf


How to compute number of 𝜎 from H0
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[arXiv:0803.4089]

Then we can compute B01 and 𝜎 to get λ.

https://arxiv.org/pdf/0803.4089.pdf


How to compute number of 𝜎 from H0
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[arXiv:0803.4089]

https://arxiv.org/pdf/0803.4089.pdf


How to compute limits [90% C.I.]
[arXiv:2006.02453]
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https://arxiv.org/pdf/2006.02453.pdf


Likelihood

Exposure Signal and 
background rates

Signal and background 
templates (i.e. spectra)
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Differences between the two approaches

● In the frequentist approach 𝜇S and 𝜇B are not random variables, and you have to work on toy data 
samples assuming a certain value of  𝜇S and 𝜇B and computing the distribution of your test statistics 
(i.e. the log likelihood ratio) on your dataset {x} :

L({x} | 𝜇S , 𝜇B)/L({x} | 𝜇S = 0, 𝜇B).

● In the Bayesian approach once you have a data  sample, you want to infer 𝜇S and 𝜇B and get their 
posterior p.d.f. in the two models (i.e. signal + bkg and bkg only), from which you can compute mean, 
std, quantiles, Bayes factor, …

● The Bayes factor is proportional to the marginal likelihood ratio and it could be “compared” with the 
frequentist LR, although they are different by definition:

○  𝜇S and 𝜇B are extracted from each data sample
○ the likelihood is marginalized on all the possible values of the parameters and not maximized, 

profiled, …
○ since marginalizing means taking the average of the likelihood in the parameter space, the 

result will be worse than the maximum likelihood approach by definition
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Comparison with the previous analysis - I

From Bayes factor [see slide 6]
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From Maximum likelihood [assuming  𝜇S and 𝜇B]

mass     = 0.85 GeV
N_sample = 1000

[lambda = # of σs]

The toy data samples are generated from the likelihood with fixed 
𝜇S and 𝜇B, with 𝜇S and 𝜇B chosen such to give 3σ significance



Comparison with the previous analysis - II
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frequentist 3σ

Bayesian 90% C.I.



Conclusions
● We developed the framework for the Bayesian analysis.
● We have shown how it is possible to define a ‘3σ sensitivity’ and a ‘90 % credible 

interval’ in this approach
● We compared the results form two different codes and approaches and we are 

confident there the two codes are sound
● The code is ready to be adapted to a more complex likelihood if needed.
● We studied in detail the differences between the two approaches and we 

concluded that they deliver the same message but the bayesian approach is 
simpler and can model more complex scenarios without much additional effort. 

We then propose to move to a Bayesian approach
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