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PART 1: 
THE STABILITY PROBLEM
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> Recent demonstration of FEL gain [Wang et al., Nature 595, 516 (2021)] shows the promise of plasma acceleration.


> However, results also show a need for higher stability.

GREAT EXPERIMENTAL PROGRESS, BUT STILL LACKING STABILITY

Nature | Vol 595 | 22 July 2021 | 517

A qualitative estimation of FEL operation can be obtained from the 
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, where I0 is the beam current, IA = 17 

kA is the non-relativistic Alfvén current, γ0 is the relativistic factor, σ! 
is the r.m.s. transverse size of the beam, ku = 2π/λu (where λu is the undu-
lator period), K0 is the undulator parameter (for which [JJ] = [J0(ξ) – J1(ξ)] 
for a planar undulator), and J0 and J1 are Bessel functions of the first 
kind25. The condition σ ρδ ≪ , where σδ is the relative energy spread of 
the electron beam, is typically required for a high-gain FEL. In 
state-of-the-art LWFAs, the energy spread of the electron beam is 
typically of the order of 1% whereas the associated FEL parameter is 
estimated to be of the order of 0.1%, presenting a substantial obstacle 
to the realization of a high-gain FEL. Considerable effort has been made 
to accommodate the requirements of FEL—in particular to handle the 
initial divergence with permanent magnetic quadrupoles and 
plasma-based devices26–28—and to mitigate the energy spread by using 
a longitudinal dispersive chicane for beam decompression or a trans-
verse gradient undulator29,30.

Several projects that have been proposed for the development of an 
LWFA-based FEL rely on the beam-decompression strategy to mitigate 
the slice energy spread. The COXINEL collaboration at SOLEIL/Labo-
ratoire d’Optique Appliquée utilizes a chromatic transport scheme to 
improve the FEL gain and couple the electron beam into a 5-m undulator 
without strong focusing, in which electrons with various energies are 
focused at various positions within the undulator31,32. The LAOLA col-
laboration, which involves the University of Hamburg and DESY, devel-
oped the concept of the beam-decompression scheme29,33 and proposed 
future FEL efforts based on high-gradient quadrupoles and a compact 
cryo-cooled undulator without strong focusing. The BELLA centre at 
Lawrence Berkeley National Laboratory used an ultra-high-gradient 
active plasma lens for beamline shortening and a 4-m-long VISA undu-
lator with strong focusing28. Experiments have so far demonstrated 
the generation of LWFA-based synchrotron undulator radiation in the 
visible-to-near-infrared regime (500–900 nm) by injecting the elec-
tron beam directly into an undulator34, in the extreme ultraviolet and 
soft-X-ray region (7–35 nm) by collimating the electron beam with a 
pair of quadrupoles before it enters an undulator35, and in the ultravio-
let regime (200–300 nm) by decompressing and selecting electrons 

within a desirable energy range before injection into an undulator36. 
However, these experiments operate in the spontaneous-emission 
regime without a nonlinear amplification in the undulators.

In this work, we report the generation of undulator radiation with an 
exponential amplification using an electron beam accelerated by an 
LWFA. The generated radiation is typically centred at a wavelength of 27 nm  
and contains a maximum photon number of around 1010 per shot, cor-
responding to a maximum radiation energy of approximately 150 nJ. 
The extreme-ultraviolet emission intensity as a function of undulator 
length was measured by disrupting the FEL process with an orbit kick37, 
so as to directly verify the exponential amplification. High-brightness 
electron beams and the fine guiding and transport in the dedicated 
undulator beamline constitute an unambiguous proof-of-principle 
demonstration of an FEL using an LWFA.

A schematic of the LWFA-based FEL is shown in Fig. 1a. Experiments 
were conducted with a 200-TW laser system38 with a repetition rate of 
1–5 Hz. The laser pulses were focused by an off-axis parabolic mirror 
of f-number 32 onto the gas target with a vacuum spot size of 35 µm 
(full width at half maximum, FWHM) and an energy concentration of 
around 65% at 1/e2. The peak intensity was estimated to be 3.8 × 1018 
W cm−2, corresponding to a normalized amplitude of a0 = 1.3. The gas 
target was manipulated by a perforated baffle inserted upstream of a 
pure helium supersonic nozzle with diameter of 6 mm. A structured gas 
flow with a shock front was formed, and contributed to the injection 
process and to the controllable evolution of the laser pulses. Under the 
optimized conditions, we obtained high-quality electron beams with a 
peak energy centred around 490 MeV, an energy spread of around 0.5%, 
an average integrated charge of around 30 pC and r.m.s. divergence of 
approximately 0.2 mrad17 (Fig. 1b). Electron beams were consecutively 
generated, and the corresponding fluctuations of the electron-beam 
energy were measured to be less than 3%.

After leaving the plasma, the accelerated electron beam was focused 
by a group of three quadrupoles—the quadrupole triplet—consisting 
of a pair of permanent quadrupoles and an electromagnetic quadru-
pole (Fig. 1a). The permanent magnetic quadrupoles, located 8 cm 
downstream from the gas target, ensured an effective focusing for 
handling the initial divergence and reduced the shot-to-shot angular 
fluctuations of the electron beams. Before entering the undulator, the 
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Fig. 1 | Schematic layout of LWFA-based free electron laser experiment.  
a, Undulator beamline with a total length of approximately 12 m from the gas 
target for the LWFA to the X-ray spectrometer. b, Typical spectra of electron 

beams from the LWFA for 20 consecutive shots. c, d, Measured transverse 
profiles of the electron beam at the entrance (c) and exit (d) of the undulators. 
The scale bars are normalized.
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electron beam was adjusted by an additional pair of electromagnetic 
quadrupoles to retain the minimum transverse sizes throughout the 
undulator. The parameters of the components in the beamline were 
optimized for the electron beam with a reference energy of around 
490 MeV (see Extended Data Fig. 2). Several beam profile monitors 
(profiles) equipped with cerium-doped yttrium aluminium garnet 
(YAG) screens were used at different locations along the beamline to 
monitor the positions and transverse profiles of the electron beams. 
With the quadrupoles installed, the measured r.m.s. size of the electron 
beam was reduced from approximately 0.8 mm to a minimum value 
of less than 0.1 mm in the horizontal and vertical directions (Fig. 1c). 
Figure 1d shows the electron-beam profile at the exit of the undulators, 
and reveals that a relatively small beam size can be maintained in the 
undulators. The corresponding pointing fluctuations of around 1 mm 
(r.m.s.) are estimated over 50 shots at the entrance of the undulators 
(see Extended Data Fig. 4).

When passing through the undulator, the electron beam produced 
synchrotron undulator radiation with a wavelength centred at the 
resonant wavelength λr, given by λ K γ= (1 + /2)/2r 0

2
0
2 . The interaction 

between the electrons oscillating in the undulator and the radiation 
produced led to periodic longitudinal modulation (microbunching) 
at the period of the resonant wavelength. This result corresponded to 
a coherent superposition of the radiation. An exponential amplification 
process developed along the direction of the undulator length. As 
shown in Fig. 1a, the presented beamline contained three 1.5-m-long 
undulators with a 10-mm gap and a 25-mm period length, respectively. 
An associated undulator parameter of K0 = 1.41 was determined, and 
this yielded an on-axis radiation wavelength of 27.3 nm for the electron 
beam with a reference energy of 490 MeV. The FEL parameter was there-
fore estimated as ρ ≈ 5 × 10−3 according to the parameters of the obtained 
electron beams, and the corresponding ideal gain length was 
L λ π ρ= /4 3 ≈ 0.23 mG u0

. The radiation power typically reached satu-
ration after 18–20 gain lengths24, indicating that a total undulator length 
of 4.5 m is sufficient for FEL operation in the saturation regime. Con-
sidering the degradation that is induced by a non-ideal electron beam, 

and in particular the large energy spread, the actual gain length would 
be relatively long. However, the undulator was still sufficiently long 
for the FEL to operate in the exponential-amplification regime, as illus-
trated in detail below.

The radiation at the end of the undulators was measured with 
an X-ray charge-coupled device (CCD) camera (see  Methods).  
Figure 2a shows a typical single-shot transverse profile measure-
ment, which reveals a value of approximately 27 nm. The spot sizes 
in the horizontal and vertical directions were 2.1 mm and 1.6 mm 
(FWHM), respectively. The corresponding number of photons col-
lected by the CCD camera was 3.1 × 109, counted within the 3σ range 
of the radiation signal. Given the transmission of the 0.5-µm-thick 
Al foil and the quantum efficiency of the CCD camera, the energy of 
the undulator radiation was calculated to be approximately 30 nJ. 
The radiation energy distribution over 270 pulses is shown in Fig. 2b. 
Most of the shots showed a radiation energy of between 0.5 nJ and 
50 nJ, and the maximum energy exceeded 150 nJ; this is indicative 
of operation in the exponential amplification regime, as illustrated 
below. Figure 2c, d displays the radiation spectra and the correspond-
ing electron-beam spectra over six shots. The centre wavelength of the 
radiation was 27 nm and the corresponding resonant electron-beam 
energy was 492.7 MeV; this is in reasonable agreement with the meas-
ured average energy of the electron beam (486.2 MeV), considering 
the 3% variation in the measured peak energy in the second electron 
spectrometer. Moreover, transverse coherence was deduced from 
the results of Young’s double-slit interference experiment (Fig. 2e, f).  
An interference fringe visibility of 30% was inferred.

Exponential amplification was verified by introducing a transverse 
kick of the electron-beam trajectory between two adjacent undulators, 
at a magnitude sufficient to suppress the amplification process in the 
downstream undulator. The required critical angle φc for FEL suppres-
sion was determined by φ λ L= /c r G and was estimated to be 0.35 mrad, 
where LG is the power gain length; this could be induced by a pair of 
x- and y-plane dipole correctors installed between adjacent undulators. 
In this work, the correctors installed between the second and the third 
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Fig. 2 | Measurement of undulator radiation. a, Measured transverse 
radiation pattern of a typical pulse on the X-ray CCD camera located 12 m 
downstream from the gas target. The scale bar is normalized. b, Shot-to-shot 
radiation energy over 270 pulses. c, d, Measured radiation spectra (c) and the 

corresponding electron-beam energy spectra (d) detected by the second 
spectrometer located at the exit of the undulator. e, f, Image (e) and count 
profile (f) of the interference pattern generated when radiation propagates 
through two 10-µm slits with a slit separation of 40 µm.

Source: Wang et al. [Nature 595, 516 (2021)]
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> Plasma accelerator cavities are small—trading size for gradient


> Tight tolerances in both planes:


> Transverse tolerances (on misalignments and mismatching) 
⇒ emittance growth and beam loss


> Longitudinal tolerances (on synchronization and current profile) 
⇒ energy spread and offsets 

> Applications require 0.1–1% energy spread and energy stability.


> Example:  
       Plasma density:     = 1018 cm-3 
                             ⇒  = 18 fs.  

       Field precision required:    = 0.1%  
 
       Timing precision required:    = 18 as 
       (for synchronization and current-profile shaping)


> Experimentally very challenging to control and diagnose.

n0
1/ωp

σδ

σδ /ωp

TIGHT TOLERANCES: A MAJOR CHALLENGE FOR PLASMA ACCELERATORS

NATURE PHYSICS DOI: 10.1038/NPHYS1872 LETTERS
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Figure 4 | Influence of statistical fluctuations. a, Average CTR spectrum
(solid line) and 50% confidence interval (dotted lines), computed from the
CTR spectra of a large set of randomly generated bunches. Spectrum
computed using mean values of bunch properties (dashed line). b–d,
Log-normal probability density functions using hypothetical (b) and
measured (c,d) mean values and variances.

relatively weak dependence on pulse shape (see Supplementary
Table S1) and even for very different shapes, a global CTR peak at
3 µm corresponds to r.m.s. bunch durations of 1.4–1.8 fs. Figure 3
illustrates the relatively weak influence of pulse shape on the
position of the peak in the CTR spectrum.

The measurement of the CTR spectrum (Fig. 2) is done
using a scanning monochromator and is averaged over a large
number of shots. Therefore, we need to consider in what manner
fluctuations of bunch properties (for example, charge, peak energy
and duration) influence the measurement and the conclusions
regarding the bunch duration. To investigate this, we choose a
Monte-Carlo approach and numerically generate an ensemble of
105 random electron bunches with Gaussian shape and using
probability density functions, shown in Fig. 4b–d, to approximate
the experimental variations. The CTR spectrum is then calculated
for each bunch in the ensemble. In spite of large bunch-to-
bunch fluctuations, the average of all spectra, representing the
experimental measurement, has a shape that comes relatively close
to the spectrum computed using the average values of bunch
properties, see Fig. 4.

We have also carefully analysed detailed effects due to accelerator
dynamics (for example, beam loading) and beam transport that
could influence the generation of CTR through transverse- and
longitudinal phase-space correlations and bunch charge–energy-
duration correlations.We have found that these effects are not likely
to influence the deduced value of the bunch duration by more than
10–20% (see Supplementary Information).

Three-dimensional particle-in-cell simulations have been per-
formed using the code CALDER (ref. 26). Parameters similar to
the experiment are used, with a normalized laser vector potential
a0 = 1.3 for the pump pulse, a1 = 0.3 for the injection pulse and
an electron density 7.5 × 1018 cm−3. Figure 5a shows the phase
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Figure 5 | Simulation results. a, Phase-space of optically injected and
trapped electrons and longitudinal electric field. b, Temporal profile of the
trapped bunch.

space of electrons in the first plasma wave period, after 300 µm
acceleration beyond the injection point. As the electrons are highly
relativistic, the length of the bunch is not expected to change
dramatically during further acceleration. Figure 5b shows the tem-
poral profile of the bunch. In this simulation, the pulse shape is
slightly asymmetric with rise- and fall times (between 10% and
90% of the peak current level) of 2 and 3 fs respectively. The bunch
duration is 1.7 fs (r.m.s.) or 4.4 fs (FWHM), in good qualitative
agreement with the conclusions from the measurement of the CTR
spectrum. Furthermore, an independent analysis of experimental
data, focusing on measured beam loading effects in an optically
injected laser wakefield accelerator, indicates a bunch duration
around 4 fs (ref. 27).

Finally, it should be noted that our technique has some
limitations that do not allow us to exclude the existence of a longer
bunch following the femtosecond bunch. Indeed, the electron
energy distribution also contains a broadband component (see
Supplementary Fig. S1) which might produce a longer temporal
feature and emit coherent radiation at wavelengths outside the
range of our detector. Our technique therefore has a limited
dynamic range as longer bunches cannot be detected. In the present
experiment, this component, which could be removed by an energy
selective filter, contains less than 10 pC and would therefore have a
much lower peak current than the femtosecond bunch.

Methods
Optically injected laser–plasma accelerator. The experiment was carried out
using the 10Hz multi-terawatt Ti:sapphire laser in ‘salle jaune’ at Laboratoire
d’Optique Appliquée (LOA), operating at a central wavelength of 820 nm. The
duration of the pulses were measured to be 30 fs (FWHM) using spectral phase
interferometry for direct electric-field reconstruction (SPIDER). The pump pulse,
with an energy of 1.0 J, was focused using an f = 1.0m focal length on-axis
spherical mirror. The focal spot was measured with a 12-bit CCD camera to be
slightly elliptical, 17×22 µm at FWHM. The injection pulse, with an energy of
100mJ, was focused using an f = 80 cm focal length off-axis parabolic mirror to
a 25 µm (FWHM) spot. This gave an inferred intensity of 3.6×1018 Wcm−2 for
the pump pulse and 1.5×1017 Wcm−2 for the injection pulse, corresponding to
normalized vector potentials of a0 = 1.3 and a1 = 0.3 respectively. The two pulses
collided at an angle of 135◦, 1mm above the centre of a 3mm diameter gas jet
nozzle. Interferometric measurements of the gas jet density profile at this height
revealed a 2.1mm plateau surrounded by 700 µm gradients on each side. Helium
gas was used at a backing pressure of 6 bar and provided a fully ionized plasma
electron density of ne = 1×1019 cm−3.

CTR generation and characterization. Forward CTR was generated at the rear
surface of a 100 µm Al foil which also served to stop the pump laser beam and
prevent parasitic radiation from reaching the detection system. Before every shot,
the foil was translated to provide unexposed material for the electron beam. The
electron beam size on the foil was estimated to 90±24 µm from the measured
beam divergence. The Al foil was positioned 0.5m from the ZnSe chamber window
and 1.5m from the collecting Ag mirror. For the photon counting measurement,
an f = 200mm focal length, f /4 achromatic doublet lens was used to illuminate
∼2.6×104 pixels on an absolutely calibrated 16-bit CCD camera (Andor DV420).
For the spectral measurements, the CTR beam was split using a ZnSe window
with a small wedge. The front Fresnel reflection was focused through the slit of
a Czerny–Turner imaging spectrometer (Oriel MS127i) using an f = 200mm
focal length, f /4 achromatic doublet lens. A grating with 400 lines/mm was

NATURE PHYSICS | VOL 7 | MARCH 2011 | www.nature.com/naturephysics 221

Source: Lundh et al. [Nat. Phys. 7, 219 (2011)]

~10 cm 
~100 MV/m

~10 µm 
~100 GV/m
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STABILIZE 
THE INPUTS

STABILIZE 
THE PROCESS

CHOOSE YOUR STABILIZATION ADVENTURE!
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STABILIZE 
THE INPUTS

STABILIZE 
THE PROCESS

CHOOSE YOUR STABILIZATION ADVENTURE! (OPTION 1)
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> Method: Stabilize all input parameters + active feedbacks. 

> Good for correcting slow drifts (improves with repetition rate).


> Routinely employed by conventional accelerators (e.g., FELs).


> Being introduced also to plasma accelerators (e.g., LUX)—can use machine learning for modelling.


> However, can become complex and expensive—requires fast and accurate diagnostics and actuators everywhere.


> In conclusion: Essential for plasma accelerators, but may not be the whole solution.

OPTION 1: STABILIZING THE INPUTS (ACTIVE STABILIZATION)

of the electron energy. In general, the electron energy is an
unknown function E of laser parameters. Assuming that the
electron energy is, to first order, already well described by
the laser energy, the focus shift, and the laser direction at
the parabola, the change in the electron energy, ΔE, can be
expanded in a Taylor series,

ΔEðE; Z; θÞ ≈ ∂E
∂EΔEþ ∂E

∂ZΔZ þ ∂E
∂θx Δθx þ

∂E
∂θy Δθy;

ð1Þ

where E is the laser energy, Z is the focus shift, and θx and
θy describe the laser’s angle of incidence at the parabola. To
obtain the partial derivatives ∂EE, ∂ZE, and ∂θE, we applied
a linear fit to the correlations in Fig. 3 (solid lines). The
measured laser data for ΔE, ΔZ, andΔθ could then be used
to model the electron energy from Eq. (1).
Figure 4 compares the measured energy drift (blue) with

the drift modeled from the four noninvasively measured
laser parameters (orange). Note that we used only a 2-h
window as a training set for our correlations but could
extrapolate the model for as many as 6 h, predicting the
electron energy drift with subpercent precision. This level
of accuracy indicates that we identified the main laser
properties responsible for the drift and that the drift could,
in principle, be eliminated by stabilizing those laser
properties in a feedback loop.
After 6 h, the accuracy of the model was reduced. Subtle

drifts of laser parameters throughout the amplification
chain and thermal effects, which included a slow heating
of the compressor gratings [30,31] and beam transport
optics, slightly changed the correlation terms shown in
Fig. 3. By updating the correlations, the accuracy of
the model can be recovered. Thereby, the model is extended
to cover the full 100 000 shots of the run, as shown
in Fig. 5.
In addition to reducing the energy drift, it is essential for

many applications to minimize the shot-to-shot energy

variation (jitter), and thus, it is important to understand the
origins of these variations. The analysis presented above
was based on the rolling average of measured laser
parameters and successfully predicted the electron energy
drift over a 6-h time window. We then used the single-shot
laser data and Eq. (1) to calculate the individual electron
energies for all 22 000 shots of this time interval.
The standard deviation of this set, 1.9% rms, can be

interpreted as the electron energy jitter over the 6-h time
window, predicted by Eq. (1).
Individually, the laser energy, focus position, and laser

direction caused 0.7%, 1.0%, and 0.8% of electron energy
jitter, respectively. For this estimation, we assumed that the
measured variations in laser parameters were large com-
pared to the repeatability of our diagnostics. However, as
the contributions of individual laser parameters to the
electron energy stability approach the subpercent level,
the resolution of current laser diagnostics will need to be
carefully considered for future, more-detailed studies. The
quadratic sum of the individual jitters was slightly smaller
than 1.9%, which indicates that the laser parameters we
used for our model were not completely independent.

FIG. 4. To model the measured electron energy drift (blue), we used Eq. (1), the correlations presented in Fig. 3, and the drift of the
measured laser energy, laser focus shift, and laser direction. As before, we calculated the drift as the 6-min rolling average (360 shots) of
the single-event data. Only four noninvasively measured laser parameters are sufficient to predict (orange) the evolution of the electron
energy with subpercent accuracy. The modeled electron energy is accurate for a 6-h (22 000 shots) time span, which significantly
exceeds the 2-h time window (7000 shots) we used to correlate the laser and electron data.

FIG. 5. Gray shaded areas mark the events used to derive the
correlations ∂EE, ∂ZE, and ∂θE. By regularly updating the
correlations, the parametrization of the electron energy drift
can be extended to the full data set.

DECODING SOURCES OF ENERGY VARIABILITY IN A LASER- … PHYS. REV. X 10, 031039 (2020)

031039-5

Source: Maier at al. [Phys. Rev. X 10, 031039 (2020)]tuning of the machine will be the subject of separate
publications.
Electron beams, generated from the laser-plasma inter-

action, were captured by a pair of electromagnetic quadru-
poles and focused into the spectrometer—a permanent
magnet dipole, which disperses the electron beam onto a
scintillating screen. At 368-MeVelectron energy, the spec-
trometer resolution was 1%.
Focusing the electron beams into the spectrometer is

essential to achieve the energy resolution required for our
analysis. The electron-beam optic defines a spectral trans-
mission function [27]. The transmission dropped to 75%
for energies below 300 MeV and was more than 90% for
energies around !10% of the focused electron energy. We
carefully ensured that the transmission of the electron beam
line did not affect our analysis. However, it effectively
suppressed the low-energy tail of the spectrum, which is
typical for many ionization-injection schemes.
To noninvasively measure the transverse position of the

electron beam, we use cavity-type beam-position monitors
(BPM), which derive the beam position from the electric
field induced by the electron beam as it passes the cavity.
The BPMs are absolutely calibrated to provide the charge
of the passing electron bunch.

III. RESULTS

We operated the LUX accelerator continuously to
generate 100 000 consecutive electron beams at a 1-Hz
repetition rate, shown in Fig. 2. The electron beams had, on
average, a peak energy of 368 MeV (!2.4% rms), a charge
of 25 pC (!11% rms), and a FWHM energy spread of
54 MeV (!15 MeV rms). Statistics were calculated over
the full set of shots. The absolute number of consecutive

shots outperforms previously reported laser-plasma results
by orders of magnitude and enables studies with unprec-
edented statistics.
The electrons had a divergence of 1.8 mrad and a

pointing jitter of 0.8 mrad rms and 0.7 mrad rms in both
transverse planes.
Figure 2(b) shows the peak energy of individual shots

(dots) and the rolling average (solid line) over a 6-min
window, i.e., 360 shots, which we define as the energy drift.
On average, the electron energy remained constant over the
run and featured only slow drifts on a few-percent scale.
This steady performance indicates the robustness of the
machine, despite the slow change of the environmental
conditions due to the passage from day into night and back,
which is a common cause of a degrading performance.
Since energy stability is a crucial figure of merit for

accelerator performance, we focused on the electron energy
as the primary output parameter. Laser-plasma acceleration
is governed by complex, yet deterministic, dynamics. It can
be expected that variations in only a few laser properties are
responsible for the bulk of the variation in electron energy.
In the following, we present an analysis of both the long-

term stability (energy drift) and the shot-to-shot stability
(energy jitter). We used a 2-h window of approximately
7000 shots from the 24-h run presented in Fig. 2 as a
training set to determine correlations between electron
energy and a few selected laser parameters. The primary
factors determining the electron energy seemed to be (a) the
laser energy, (b) the longitudinal focus position, and (c) the
laser direction at the focusing parabola. The correlations,
presented in Fig. 3, can be understood as follows.
First, a higher-energy laser drives a stronger wakefield,

i.e., accelerating gradient, and thus supports higher electron

(a)

(b)

FIG. 2. Panel (a) shows the energy spectra of 100 000 consecutive laser-plasma generated electron beams. Here, each line represents
one single shot. The camera images of the electron spectrometer screen are background corrected, projected onto the dispersive axis, and
calibrated to a linear energy scale. The peak energy of each spectrum (dots) is shown in panel (b), together with the energy drift (solid
line) calculated as the rolling average over a 6-min window, i.e., 360 shots. The percent-level energy drift can be attributed to a drift in
drive laser parameters (compare Figs. 3 and 4).
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STABILIZE 
THE INPUTS

STABILIZE 
THE PROCESS

CHOOSE YOUR STABILIZATION ADVENTURE! (OPTION 2)
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> Method: make the acceleration process intrinsically stable 

> Lesson from conventional accelerators: phase stabilization 

> Introduced by Veksler (1944) and McMillan (1945).


> A longitudinal lattice dispersion (R56) is required. 

> Synchrotron oscillations: Each round, particles at higher energy 
move forward, where it experiences less acceleration, and vice 
versa (approx. simple harmonic motion).


> Synchrotrons are designed around this mechanism. 

> Not required in conventional linacs (short accelerator, long bucket)


> Plasma accelerators may need it (short accelerator, short bucket)

OPTION 2: STABILIZING THE PROCESS (PASSIVE STABILIZATION)

Source: Craddock & Symon [Rev. Accel. Sci. Tech. 1 (2008)]

Source: Paul Scherrer Institute (PSI)
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Source: Ferran Pousa et al. [Phys. Rev. Lett. 123, 054801 (2019)]

11

> Practically no R56 within a plasma-accelerator stage 

> On-axis, ultrarelativistic particles effectively locked in place 
longitudinally (not transversely).


> Stops any feedback loop with the driver/wakefield.


> Feedback requires multiple stages:


> Extract the beam


> Apply R56 (with a magnetic chicane)


> Re-inject the beam


> Recent work by Ferran Pousa et al. makes us of  
two-stage correction [Phys. Rev. Lett. 123, 054801 (2019)]:


> Dechirping the energy spread by flipping the phase space.


> Similar concept can increase energy stability [arXiv:2106.04177].


> Two stages: introduces a basic form of passive feedback. 

> However, this works mainly for linear chirps (no beam loading).

R56 AND FEEDBACK IN PLASMA ACCELERATORS

Source: Litos et al. [Nature 515, 92, (2014)]
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BEAM LOADING AND NONLINEAR FIELDS

experimental observation window, we assume a symmetric
beam driver and perform simulations in cylindrical coordi-
nates. The drive-bunch parameters are deduced from refer-
ence shots with the second jet switched off, i.e., 520 pC at
150 MeVand 14-μm width at the second jet. The simulation
window has a size of ðr × zÞ ¼ ð45 × 440Þk−2p , at a reso-
lution of Δr ¼ Δz ¼ 0.033k−1p , with n0 ¼ 6 × 1018 cm−3

inferred from interferometry measurements. In each cell of
the mesh, four electron and four ion macroparticles are
initialized.
The simulations [see Figs. 4(b)–4(e)] indeed show a

conelike structure appearing in the ion distribution in the
trail of the wake. While our shadowgraphy diagnostic is
sensitive to diffraction caused by changes in the local
electron density, the ion distribution itself is not visible.
However, the plasma-wave decays after around 400 μm
behind the driver such that the large charge imbalance
vanishes and the plasma becomes quasineutral, leading to
approximately equal electron and ion distributions from
400 to 700 μm. As a result, also the electron distribution
exhibits the cone-shaped structure, which allows us to
observe this ion motion using shadowgraphy.
For better comparison with the experimental data,

we simulate the propagation of the probe through the
electron distribution calculated in the PIC simulation
(see the Appendix for more information). The synthetic

shadowgram, shown in Fig. 4(b), is in excellent agreement
with the experimental data and reproduces the same
diffraction features. The radial velocity of the ion momen-
tum mivsim⊥ ∼ 4 keV=c is also compatible with the mea-
sured miv

exp
⊥ ¼ 4.1þ1.6

−1.4 keV=c.
However, our analysis shows that the mechanism caus-

ing the ion motion differs from common ion channel
formation due to Coulomb explosion [56,57]. While a
Coulomb explosion leads to a radial expulsion of ions,
and, hence, an annularly shaped distribution, the ion
density in our simulations also increases close to the
propagation axis. The reason for this is that the ions in a
plasma wave experience radial focusing and defocusing
fields in alternation. The net effect of such oscillating forces
can be calculated using the ponderomotive formalism.
In the nonrelativistic limit, which is justified since v⊥ ¼
0.0017 c ≪ c, the ponderomotive force exerted by the
plasma wave is [58]

F⃗pond;PW ¼ −
e2

4ω2
p
∇⃗jE⃗PWj2; ð4Þ

where E⃗PW is the local amplitude vector of the wakefield. In
contrast to the well-known ponderomotive force of a laser
pulse, the plasma-wave amplitude remains almost constant

(a1)

(a2)

(a3)

(a4)

(a5)

(b)

(c)

(d)

(e)

FIG. 4. Ion-channel formation from a plasma wakefield. Left: (a) Raw shadowgrams showing electron-driven plasma waves
(propagating to the right) and their trailing ion channels for five consecutive shots. The dashed lines in the lower shadowgram
exemplarily show the maxima of the ion distribution (via the electron distribution), the radial velocity of the maxima ṽ and the
momentum of an ion with p̃ ¼ miṽ. Right: Corresponding particle-in-cell simulations and synthetic shadowgram (b). The electron (c)
and ion densities (d) clearly show quasineutrality after several plasma-wave periods. The channel in the synthetic shadowgram is in
excellent agreement with the measured ones. The ion trajectories (e) on a radially scaled ion density from (d) show that ions close to the
symmetry axis are accelerated towards the axis, while ions with r0⪆2k−1p are accelerated away from it. Arrows along with the color scale
indicate the instantaneous momenta.
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FIG. 4. Ion-channel formation from a plasma wakefield. Left: (a) Raw shadowgrams showing electron-driven plasma waves
(propagating to the right) and their trailing ion channels for five consecutive shots. The dashed lines in the lower shadowgram
exemplarily show the maxima of the ion distribution (via the electron distribution), the radial velocity of the maxima ṽ and the
momentum of an ion with p̃ ¼ miṽ. Right: Corresponding particle-in-cell simulations and synthetic shadowgram (b). The electron (c)
and ion densities (d) clearly show quasineutrality after several plasma-wave periods. The channel in the synthetic shadowgram is in
excellent agreement with the measured ones. The ion trajectories (e) on a radially scaled ion density from (d) show that ions close to the
symmetry axis are accelerated towards the axis, while ions with r0⪆2k−1p are accelerated away from it. Arrows along with the color scale
indicate the instantaneous momenta.
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FIG. 4. Ion-channel formation from a plasma wakefield. Left: (a) Raw shadowgrams showing electron-driven plasma waves
(propagating to the right) and their trailing ion channels for five consecutive shots. The dashed lines in the lower shadowgram
exemplarily show the maxima of the ion distribution (via the electron distribution), the radial velocity of the maxima ṽ and the
momentum of an ion with p̃ ¼ miṽ. Right: Corresponding particle-in-cell simulations and synthetic shadowgram (b). The electron (c)
and ion densities (d) clearly show quasineutrality after several plasma-wave periods. The channel in the synthetic shadowgram is in
excellent agreement with the measured ones. The ion trajectories (e) on a radially scaled ion density from (d) show that ions close to the
symmetry axis are accelerated towards the axis, while ions with r0⪆2k−1p are accelerated away from it. Arrows along with the color scale
indicate the instantaneous momenta.
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Source: Gilljohann et al. [Phys. Rev. X 9, 011046 (2019)]
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> High-power applications (linear colliders, FELs) require energy efficiency.


> Plasma wakes decay rapidly: must extract energy within the ~first bucket  
⇒ beam loading


> Introduces a nonlinear wakefields that depend on the current profile of the bunch.


> Can achieve low energy spread through current-profile shaping.
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> High-power applications (linear colliders, FELs) require energy efficiency.


> Plasma wakes decay rapidly: must extract energy within the ~first bucket  
⇒ beam loading


> Introduces a nonlinear wakefields that depend on the current profile of the bunch.


> Can achieve low energy spread through current-profile shaping.


> Problem: Beam loading breaks the usual mechanism of phase stability. 

> Need a generalized (collective-effect) version for both phase stability and 
energy-spread stability
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experimental observation window, we assume a symmetric
beam driver and perform simulations in cylindrical coordi-
nates. The drive-bunch parameters are deduced from refer-
ence shots with the second jet switched off, i.e., 520 pC at
150 MeVand 14-μm width at the second jet. The simulation
window has a size of ðr × zÞ ¼ ð45 × 440Þk−2p , at a reso-
lution of Δr ¼ Δz ¼ 0.033k−1p , with n0 ¼ 6 × 1018 cm−3

inferred from interferometry measurements. In each cell of
the mesh, four electron and four ion macroparticles are
initialized.
The simulations [see Figs. 4(b)–4(e)] indeed show a

conelike structure appearing in the ion distribution in the
trail of the wake. While our shadowgraphy diagnostic is
sensitive to diffraction caused by changes in the local
electron density, the ion distribution itself is not visible.
However, the plasma-wave decays after around 400 μm
behind the driver such that the large charge imbalance
vanishes and the plasma becomes quasineutral, leading to
approximately equal electron and ion distributions from
400 to 700 μm. As a result, also the electron distribution
exhibits the cone-shaped structure, which allows us to
observe this ion motion using shadowgraphy.
For better comparison with the experimental data,

we simulate the propagation of the probe through the
electron distribution calculated in the PIC simulation
(see the Appendix for more information). The synthetic

shadowgram, shown in Fig. 4(b), is in excellent agreement
with the experimental data and reproduces the same
diffraction features. The radial velocity of the ion momen-
tum mivsim⊥ ∼ 4 keV=c is also compatible with the mea-
sured miv

exp
⊥ ¼ 4.1þ1.6

−1.4 keV=c.
However, our analysis shows that the mechanism caus-

ing the ion motion differs from common ion channel
formation due to Coulomb explosion [56,57]. While a
Coulomb explosion leads to a radial expulsion of ions,
and, hence, an annularly shaped distribution, the ion
density in our simulations also increases close to the
propagation axis. The reason for this is that the ions in a
plasma wave experience radial focusing and defocusing
fields in alternation. The net effect of such oscillating forces
can be calculated using the ponderomotive formalism.
In the nonrelativistic limit, which is justified since v⊥ ¼
0.0017 c ≪ c, the ponderomotive force exerted by the
plasma wave is [58]

F⃗pond;PW ¼ −
e2

4ω2
p
∇⃗jE⃗PWj2; ð4Þ

where E⃗PW is the local amplitude vector of the wakefield. In
contrast to the well-known ponderomotive force of a laser
pulse, the plasma-wave amplitude remains almost constant
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FIG. 4. Ion-channel formation from a plasma wakefield. Left: (a) Raw shadowgrams showing electron-driven plasma waves
(propagating to the right) and their trailing ion channels for five consecutive shots. The dashed lines in the lower shadowgram
exemplarily show the maxima of the ion distribution (via the electron distribution), the radial velocity of the maxima ṽ and the
momentum of an ion with p̃ ¼ miṽ. Right: Corresponding particle-in-cell simulations and synthetic shadowgram (b). The electron (c)
and ion densities (d) clearly show quasineutrality after several plasma-wave periods. The channel in the synthetic shadowgram is in
excellent agreement with the measured ones. The ion trajectories (e) on a radially scaled ion density from (d) show that ions close to the
symmetry axis are accelerated towards the axis, while ions with r0⪆2k−1p are accelerated away from it. Arrows along with the color scale
indicate the instantaneous momenta.
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FIG. 4. Ion-channel formation from a plasma wakefield. Left: (a) Raw shadowgrams showing electron-driven plasma waves
(propagating to the right) and their trailing ion channels for five consecutive shots. The dashed lines in the lower shadowgram
exemplarily show the maxima of the ion distribution (via the electron distribution), the radial velocity of the maxima ṽ and the
momentum of an ion with p̃ ¼ miṽ. Right: Corresponding particle-in-cell simulations and synthetic shadowgram (b). The electron (c)
and ion densities (d) clearly show quasineutrality after several plasma-wave periods. The channel in the synthetic shadowgram is in
excellent agreement with the measured ones. The ion trajectories (e) on a radially scaled ion density from (d) show that ions close to the
symmetry axis are accelerated towards the axis, while ions with r0⪆2k−1p are accelerated away from it. Arrows along with the color scale
indicate the instantaneous momenta.

DIRECT OBSERVATION OF PLASMA WAVES AND DYNAMICS … PHYS. REV. X 9, 011046 (2019)

011046-7

experimental observation window, we assume a symmetric
beam driver and perform simulations in cylindrical coordi-
nates. The drive-bunch parameters are deduced from refer-
ence shots with the second jet switched off, i.e., 520 pC at
150 MeVand 14-μm width at the second jet. The simulation
window has a size of ðr × zÞ ¼ ð45 × 440Þk−2p , at a reso-
lution of Δr ¼ Δz ¼ 0.033k−1p , with n0 ¼ 6 × 1018 cm−3

inferred from interferometry measurements. In each cell of
the mesh, four electron and four ion macroparticles are
initialized.
The simulations [see Figs. 4(b)–4(e)] indeed show a

conelike structure appearing in the ion distribution in the
trail of the wake. While our shadowgraphy diagnostic is
sensitive to diffraction caused by changes in the local
electron density, the ion distribution itself is not visible.
However, the plasma-wave decays after around 400 μm
behind the driver such that the large charge imbalance
vanishes and the plasma becomes quasineutral, leading to
approximately equal electron and ion distributions from
400 to 700 μm. As a result, also the electron distribution
exhibits the cone-shaped structure, which allows us to
observe this ion motion using shadowgraphy.
For better comparison with the experimental data,

we simulate the propagation of the probe through the
electron distribution calculated in the PIC simulation
(see the Appendix for more information). The synthetic

shadowgram, shown in Fig. 4(b), is in excellent agreement
with the experimental data and reproduces the same
diffraction features. The radial velocity of the ion momen-
tum mivsim⊥ ∼ 4 keV=c is also compatible with the mea-
sured miv

exp
⊥ ¼ 4.1þ1.6

−1.4 keV=c.
However, our analysis shows that the mechanism caus-

ing the ion motion differs from common ion channel
formation due to Coulomb explosion [56,57]. While a
Coulomb explosion leads to a radial expulsion of ions,
and, hence, an annularly shaped distribution, the ion
density in our simulations also increases close to the
propagation axis. The reason for this is that the ions in a
plasma wave experience radial focusing and defocusing
fields in alternation. The net effect of such oscillating forces
can be calculated using the ponderomotive formalism.
In the nonrelativistic limit, which is justified since v⊥ ¼
0.0017 c ≪ c, the ponderomotive force exerted by the
plasma wave is [58]

F⃗pond;PW ¼ −
e2

4ω2
p
∇⃗jE⃗PWj2; ð4Þ

where E⃗PW is the local amplitude vector of the wakefield. In
contrast to the well-known ponderomotive force of a laser
pulse, the plasma-wave amplitude remains almost constant

(a1)

(a2)

(a3)

(a4)

(a5)

(b)

(c)

(d)

(e)

FIG. 4. Ion-channel formation from a plasma wakefield. Left: (a) Raw shadowgrams showing electron-driven plasma waves
(propagating to the right) and their trailing ion channels for five consecutive shots. The dashed lines in the lower shadowgram
exemplarily show the maxima of the ion distribution (via the electron distribution), the radial velocity of the maxima ṽ and the
momentum of an ion with p̃ ¼ miṽ. Right: Corresponding particle-in-cell simulations and synthetic shadowgram (b). The electron (c)
and ion densities (d) clearly show quasineutrality after several plasma-wave periods. The channel in the synthetic shadowgram is in
excellent agreement with the measured ones. The ion trajectories (e) on a radially scaled ion density from (d) show that ions close to the
symmetry axis are accelerated towards the axis, while ions with r0⪆2k−1p are accelerated away from it. Arrows along with the color scale
indicate the instantaneous momenta.

DIRECT OBSERVATION OF PLASMA WAVES AND DYNAMICS … PHYS. REV. X 9, 011046 (2019)

011046-7

Source: Gilljohann et al. [Phys. Rev. X 9, 011046 (2019)]

Source: Paul Scherrer Institute (PSI)
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Source: Lindstrøm et al. [Phys. Rev. Lett. 126, 014801 (2021)]
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PART 2: 
PASSIVE STABILIZATION WITH A MANY STAGES

Preprint: Lindstrøm, arXiv:2104.14460 (2021)

http://forward.desy.de
https://arxiv.org/abs/2104.14460
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LINEAR-COLLIDER EXAMPLE: ACCELERATION TO 500 GEV WITH AN IMPERFECT BEAM

BASELINE: 
No R56 — no correction mechanism

Starts at 10 GeV

245 stages 

2 GeV per stage

Plasma density:  
1016 cm-3

http://forward.desy.de
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1D SIMULATIONS BASED ON 3D WAKEFIELDS

> Need exaflops of computing power to simulate 
100+ stages in 3D.


> In a blowout, we can treat longitudinal and 
transverse phase spaces as separate.


> However, we can approximate 3D using the 1D  
Lu equation:


> Improved multi-sheath model (used here) 
[Dalichaouch et al., Phys. Plasmas 28, 063103 
(2021)] 

> An idealized scenario—lets us explore the 
mechanism.

Accelerate particles 
in wakefield 

(based on z-location)

Compress bunch 
in chicane 

(based on energy)

Calculate the electric field 
using the Lu equation 

(based on the current profile)

Define initial  
longitudinal phase space

http://forward.desy.de


|  Twitter: @FForwardDESY  |  Web: forward.desy.de  |  Page Carl A. Lindstrøm  |  EAAC 2021  |  20 September 2021 17

THE SETUP
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Beam loading

Assuming:  Preserved transverse phase space 
     scales as   (any scaling works)R56 1/ Energy

} “Linear 
 synchrotron”

New part
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A SELF-CORRECTION MECHANISM IN LONGITUDINAL PHASE SPACE
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Start: 
Initial particle distribution
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A SELF-CORRECTION MECHANISM IN LONGITUDINAL PHASE SPACE
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A SELF-CORRECTION MECHANISM IN LONGITUDINAL PHASE SPACE
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Magnetic chicane: 
Move particles longitudinally based on energy offset
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A SELF-CORRECTION MECHANISM IN LONGITUDINAL PHASE SPACE
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Several stages: 
Particles move in oval tracks, 

converging to an equilibrium current profile
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A SELF-CORRECTION MECHANISM IN LONGITUDINAL PHASE SPACE
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More stages: 
Relative energy spread and offsets  

damped with energy gain
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A SELF-CORRECTION MECHANISM IN LONGITUDINAL PHASE SPACE
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End result: 
Optimal current profile, flattened wakefield 

low energy spread, small energy offset

http://forward.desy.de
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A SELF-CORRECTION MECHANISM IN LONGITUDINAL PHASE SPACE

No R56—no correction 
(same as before)

With multistage correction

http://forward.desy.de
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> Similar to mismatching and emittance growth in transverse phase space.


> Before: A “mismatched” bunch in longitudinal phase space (wrong current profile and phase for the wakefield)


> After: A (self-)matched bunch in longitudinal phase space 

> Absolute energy spread (and abs. longitudinal emittance) only increases during the matching process


> Relative energy spread (and rel. longitudinal emittance) is eventually damped with acceleration

SELF-MATCHING IN THE LONGITUDINAL PHASE SPACE
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RESULT: 
IMPROVED TOLERANCES

http://forward.desy.de
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EXAMPLE #1: BUNCH INJECTED TOO EARLY (10 FS)

No correction With multistage correction

http://forward.desy.de
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EXAMPLE #2: BUNCH INJECTED TOO LATE (10 FS)

No correction With multistage correction

http://forward.desy.de
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TIMING TOLERANCES IMPROVE DRAMATICALLY

> Scan of injection timing/phase


> Timing tolerance in this example: 

> Assuming 0.3% FWHM energy acceptance.


> ~1 fs FWHM without correction


> ~200 fs FWHM with self-correction. 

> Orders of magnitude improvement


> Well within state-of-the-art synchronization (~10 fs).
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No correction

30

IMPROVED TOLERANCES, ACROSS THE BOARD

Lower charge Higher charge Lower density Higher density Too long Too short

Multistage correction
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> Tight tolerances—a major challenge for plasma accelerators


> Passive stabilization: stabilizing the acceleration process itself 

> Plasma accelerators lack R56 for feedback—likely requires staging.


> Beam loading required for efficiency—conventional phase stability not possible.


> Multistage plasma accelerator separated by magnetic chicanes:

> Feedback between the current profile and the wakefield shape.


> Redistributes charge to self-correct any mismatch in longitudinal phase space.


> Energy spreads and offsets are damped with acceleration.


> Dramatic improvement in tolerances, across all parameters.


> Many open questions:

> Ion motion? (i.e., transversely nonuniform focusing and acceleration)


> Is complete 6D damping possible? (including transverse radiation damping)


> Good staging? (achromatic, emittance-preserving and compact)


> How to implement this experimentally?

CONCLUSIONS
Preprint: Lindstrøm, arXiv:2104.14460 (2021)

http://forward.desy.de
https://arxiv.org/abs/2104.14460

