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The Sudbury Neutrino 
Observatory Experiment

• Operated 1999 – 2006 
• 5890 ± 94 mwe flat overburden 
• 1 ktonne target volume 

• Phase I: D2O 
• Phase II: D2O + NaCl 
• Phase III: D2O + 3He counters 

• Ring-imaging Cherenkov detector, 
∼9500 photomultiplier tubes

Neutrino Interactions in SNO
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DETERMINATION OF THE νe AND . . . . I DATA SET PHYSICAL REVIEW C 75, 045502 (2007)
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FIG. 41. (Color) Flux of 8B solar neutrinos that are µ or τ flavor
vs flux of electron neutrinos deduced from the three neutrino reactions
in SNO. The diagonal bands show the total 8B flux as predicted by
the BP2000 SSM [78] (dashed lines) and that measured with the NC
reaction in SNO (solid band). The intercepts of these bands with
the axes represent the ±1σ errors. The bands intersect at the fit
values for φe and φµτ , indicating that the combined flux results are
consistent with neutrino flavor transformation with no distortion in
the 8B neutrino energy spectrum.

in interpreting these results. Although the signal-extraction
fit has three free parameters, one should not subtract three
degrees of freedom for each χ2, since the fit is a global fit to
all three distributions. Furthermore, the actual signal extraction
is a fit to the three-dimensional data distribution, whereas the
χ2s are calculated with the marginal distributions. These “χ2”
values demonstrate that the weighted sum of the signal pdfs
provides a good match to the marginal energy, radial, and
angular distributions.

Figure 42 shows the marginal radial, angular, and energy
distributions of the data along with Monte Carlo predictions
for CC, ES and NC + background neutron events, scaled by
the fit results.

2. Results of fitting for flavor content

An alternative approach to doing a null hypothesis test for
neutrino flavor conversion, as discussed in Sec. VIII D, is to fit
for the fluxes of νe and νµτ directly. This is a simple change
of variables to the standard signal extraction. Fitting for the

TABLE XXI. χ 2 values between data
and fit for the energy, radial, and angular
distributions, for the fit using the constraint
that the effective kinetic energy spectrum
results from an undistorted 8B shape.

Distribution Number of bins χ 2

Energy 42 34.58
Radius 30 39.28
Angle 30 19.85
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FIG. 42. (Color) (a) Distribution of cos θ! for Rfit ! 550 cm.
(b) Distribution of the radial variable R3 = (Rfit/RAV)3. (c) Kinetic
energy for Rfit ! 550 cm. Also shown are the Monte Carlo predictions
for CC, ES, and NC + background neutron events scaled to the fit
results and the calculated spectrum of β-γ background (Bkgd) events.
The dashed lines represent the summed components, and the bands
show ±1σ statistical uncertainties from the signal-extraction fit. All
distributions are for events with Teff " 5 MeV.

flavor content instead of the three signal fluxes, we find

φ(νe) = 1.76 ± 0.05 × 106 cm−2s−1,

φ(νµτ ) = 3.41 ± 0.45 × 106 cm−2s−1.

The statistical correlation coefficient between these values
is −0.678. We will discuss the statistical significance of

045502-51

SNO, PRC 88, 025501 (2013)
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provides a good match to the marginal energy, radial, and
angular distributions.

Figure 42 shows the marginal radial, angular, and energy
distributions of the data along with Monte Carlo predictions
for CC, ES and NC + background neutron events, scaled by
the fit results.

2. Results of fitting for flavor content

An alternative approach to doing a null hypothesis test for
neutrino flavor conversion, as discussed in Sec. VIII D, is to fit
for the fluxes of νe and νµτ directly. This is a simple change
of variables to the standard signal extraction. Fitting for the
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that the effective kinetic energy spectrum
results from an undistorted 8B shape.

Distribution Number of bins χ 2

Energy 42 34.58
Radius 30 39.28
Angle 30 19.85

-1.0 -0.5 0.0 0.5 1.0

E
ve

nt
s 

pe
r 0

.0
5 

w
id

e 
bi

n

0

20

40

60

80

100

120

140

160

cos

ESCC

NC + bkgd neutrons

Bkgd

(a)

0.0 0.2 0.4 0.6 0.8 1.0 1.2
E

ve
nt

s 
pe

r 0
.1

 w
id

e 
bi

n

0

100

200

300

400

500

CC
NC + bkgd neutrons

ES

Bkgd

Fi
du

ci
al

 V
ol

um
e

(b)

3R

5 6 7 8 9 10 11 12 13

E
ve

nt
s 

pe
r 5

00
 k

eV

0

100

200

300

400

500

600

 20→

NC + bkgd
neutrons

ES

CC

Bkgd

(c)

 (MeV)effT

θ

FIG. 42. (Color) (a) Distribution of cos θ! for Rfit ! 550 cm.
(b) Distribution of the radial variable R3 = (Rfit/RAV)3. (c) Kinetic
energy for Rfit ! 550 cm. Also shown are the Monte Carlo predictions
for CC, ES, and NC + background neutron events scaled to the fit
results and the calculated spectrum of β-γ background (Bkgd) events.
The dashed lines represent the summed components, and the bands
show ±1σ statistical uncertainties from the signal-extraction fit. All
distributions are for events with Teff " 5 MeV.

flavor content instead of the three signal fluxes, we find

φ(νe) = 1.76 ± 0.05 × 106 cm−2s−1,

φ(νµτ ) = 3.41 ± 0.45 × 106 cm−2s−1.

The statistical correlation coefficient between these values
is −0.678. We will discuss the statistical significance of

045502-51

SNO, PRC 88, 025501 (2013)

"for the discovery of neutrino oscillations, which shows 
that neutrinos have mass."
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all

published
inspirehep.net

H. Chen, PRL 55, 1534 (1985) 
"A direct approach to resolve the 
solar-neutrino problem would be to 
observe neutrinos by use of both 
neutral-current and charged-current 
reactions."

PRL 87, 071301 (2001) 
"The total flux of active 8B neutrinos 
is ... in close agreement with the 
predictions of solar models."

PRL 89, 011301 (2002) 
Direct evidence for neutrino flavor 
transformation from neutral current 
interactions in the Sudbury Neutrino 
Observatory 

PRL 92, 181301 (2004) 
"dissolved NaCl in the heavy water to 
enhance the sensitivity" 

PRC 81, 055504 (2010) 
Low Energy Threshold Analysis of the 
Phase I and Phase II Data Sets of the 
Sudbury Neutrino Observatory 

PRC 88, 025501 (2013) 
Combined Analysis of all Three 
Phases of Solar Neutrino Data from 
the Sudbury Neutrino Observatory

A few highlights:
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PRD 98, 112013 (2018) 
Tests of Lorentz invariance at the 
Sudbury Neutrino Observatory 

PRD 99, 032013 (2019) 
Constraints on Neutrino Lifetime from 
the Sudbury Neutrino Observatory 

PRD 99, 112007 (2019) 
Measurement of Neutron Production 
in Atmospheric Neutrino Interactions 
at the Sudbury Neutrino Observatory

PRD 100, 112005 (2019) 
Cosmogenic Neutron Production at 
the Sudbury Neutrino Observatory 

PRD 102, 062006 (2020) 
Search for hep solar neutrinos and the 
diffuse supernova neutrino 
background using all three phases of 
the Sudbury Neutrino Observatory

Recent results:
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Lorentz Invariance 
via Solar Neutrino Oscillations

PRD 98, 112013 (2018)

• Search for energy/time dependent 
distortions in the solar neutrino 
oscillation probabilities 

• Generic constraints on Fourier modes as 
well as Dirac-type Lorentz violating (LV) 
operators via the Standard Model 
Extension1,2,3 framework 

• New constraints on 38 LV parameters 
and improved constraints on 16 more

ν

ν

when the SNO combinations are computed, as reported in
Sec. VI, since this is significantly more computationally
efficient than including the effect in the PDFs.

IV. COMPETING EFFECTS

We investigated two known effects that induce
seasonal variations in the solar neutrino flux, since

such behavior could confound the analysis and must be
controlled for. The first of these is the eccentricity
of the Earth’s orbit (ϵ ¼ 0.0167 [17]), which leads to a
3% annual variation in the neutrino flux. We compute
the Earth’s Keplerian orbit and explicitly include these
effects on the flux and the Sun-to-Earth direction in
our model.
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FIG. 4. The eight signal types expected in SNO if að3ÞSNO ¼ 0.01 GeV−1 and cð4ÞSNO ¼ 10 GeV−2. The figure was generated by taking the
8B CC and ES Monte Carlo events for the selected runs in Phases I and II and weighing each event by the correction to the survival
probability, then normalizing by the livetime. White areas denote days for which there was no livetime. LV0, LV1, and LV2 are
proportional to E, while the other signals are proportional to E2, and can therefore be seen to be shifted slightly toward higher energies.
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E. Modeling the signal

SNO was sensitive to neutrino flavor through the ES and
CC interactions. There is no change to the flavor-blind NC
interaction from Lorentz violations, since this is not
affected by the electron neutrino survival probability (since
we are assuming g and H are zero).
To provide intuition about what the signal would

look like in the SNO detector, we propagate the
changes to the survival probability through the nuclear
interactions and detector effects by reweighting the SNO
Monte Carlo data.
The Sun is not homogeneous, so neutrinos coming

from different locations within the Sun will behave
slightly differently. We model this according to the
standard solar model (BS05(OP)) [16]. As can be seen
from Eq. (16), this only has an effect on the particular
linear combination of coefficients to which we are
sensitive and not on the shape of the signal. The data
on the radial distribution of 8B production and the
electron number density in the Sun, taken from [16],
are shown in Fig. 3.
For each SNO 8B Monte Carlo event, we randomly

sampled a solar origin point and used this to calculate its
survival probability for any choice of the mixing param-
eters. Templates for the changes to the reconstructed 8B CC
and ES energy spectrum for a fixed value of the mixing
parameters (as defined in Table I) and for a Lorentz-
violating coefficient cð4ÞSNO ¼ 10 GeV−2 are shown in Fig. 4.
These templates aremeant only for illustration, and are not

used explicitly in the final fit. The fit instead uses probability
density functions (PDFs) for solar events which include both
the standard model and Lorentz violating effects together. In
the fit, the details of the standard solar model are included

TABLE II. Table of independent observables, and the terms in the theory that contribute to each. Ω is the orbital inclination of the
Earth, and ω is the orbital frequency of the Earth.

Signal Source (algebraic) Source (numeric)
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2

ffiffi
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FIG. 3. Above: Distribution of 8B production radii. Below:
Solar electron number density as a function of radius, plotted as
Log (base 10) of ne per cm3 per nA. Data taken from [16].
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interaction from Lorentz violations, since this is not
affected by the electron neutrino survival probability (since
we are assuming g and H are zero).
To provide intuition about what the signal would

look like in the SNO detector, we propagate the
changes to the survival probability through the nuclear
interactions and detector effects by reweighting the SNO
Monte Carlo data.
The Sun is not homogeneous, so neutrinos coming

from different locations within the Sun will behave
slightly differently. We model this according to the
standard solar model (BS05(OP)) [16]. As can be seen
from Eq. (16), this only has an effect on the particular
linear combination of coefficients to which we are
sensitive and not on the shape of the signal. The data
on the radial distribution of 8B production and the
electron number density in the Sun, taken from [16],
are shown in Fig. 3.
For each SNO 8B Monte Carlo event, we randomly

sampled a solar origin point and used this to calculate its
survival probability for any choice of the mixing param-
eters. Templates for the changes to the reconstructed 8B CC
and ES energy spectrum for a fixed value of the mixing
parameters (as defined in Table I) and for a Lorentz-
violating coefficient cð4ÞSNO ¼ 10 GeV−2 are shown in Fig. 4.
These templates aremeant only for illustration, and are not

used explicitly in the final fit. The fit instead uses probability
density functions (PDFs) for solar events which include both
the standard model and Lorentz violating effects together. In
the fit, the details of the standard solar model are included

TABLE II. Table of independent observables, and the terms in the theory that contribute to each. Ω is the orbital inclination of the
Earth, and ω is the orbital frequency of the Earth.

Signal Source (algebraic) Source (numeric)

E 1
2

ffiffi
1
π

q
ðað3ÞSNOÞ00

0.28a00

E sinωt 1
2

ffiffi
3
π

q
sinΩðað3ÞSNOÞ10 − 1

2

ffiffiffiffi
3
2π

q
cosΩImðað3ÞSNOÞ11

0.19a10 − 0.32Ima11

E cosωt −1
2

ffiffiffiffi
3
2π

q
Reðað3ÞSNOÞ11

−0.35Rea11

E2
1
2

ffiffi
1
π

q
ðcð4ÞSNOÞ00 þ 1

4

ffiffiffiffi
15
4π

q
ð1 − 1

2 sin
2 Ω − cos2 ΩÞReðcð4ÞSNOÞ22

0.28c00 þ 0.03Rec22 − 0.08c20 − 0.14Imc21

þ 1
4

ffiffi
5
π

q
ð32 sin

2 Ω − 1Þðcð4ÞSNOÞ20 − 1
4

ffiffiffiffi
15
2π

q
sinΩ cosΩImðcð4ÞSNOÞ21

E2 sinωt 1
2

ffiffi
3
π

q
sinΩðcð4ÞSNOÞ10 − 1

2

ffiffiffiffi
3
2π

q
cosΩImðcð4ÞSNOÞ11

0.19c10 − 0.32Imc11

E2 cosωt −1
2

ffiffiffiffi
3
2π

q
Reðcð4ÞSNOÞ11

−0.35Rec11

E2 sin 2ωt −1
4

ffiffiffiffi
15
2π

q
sinΩReðcð4ÞSNOÞ21 þ 1

4

ffiffiffiffi
15
2π

q
cosΩImðcð4ÞSNOÞ22

−0.15Rec21 þ 0.35Imc22

E2 cos 2ωt −3
8

ffiffi
5
π

q
sin2 Ωðcð4ÞSNOÞ20 þ 1

4

ffiffiffiffi
15
2π

q
sinΩ cosΩImðcð4ÞSNOÞ21

−0.08c20 þ 0.14Imc21 þ 0.36Rec22

þ 1
4

ffiffiffiffi
15
2π

q
ð12 sin

2 Ωþ cos2 ΩÞReðcð4ÞSNOÞ22
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Log (base 10) of ne per cm3 per nA. Data taken from [16].
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Example signal 
simulation

wβα
γδ ¼ 2

E

X

ij

ðjUð0Þ
iα j

2
!
Ûð0Þ

iβ

Ûð0Þ
jγ Û

ð0Þ$
iδ Ûð0Þ

jβ

Êj − Êi

"

þjÛð0Þ
iβ j

2
!
Uð0Þ

iα

Uð0Þ
jγ U

ð0Þ$
iδ Uð0Þ

jα

Ej − Ei

""
: ð13Þ

The survival probability correction can then be written
compactly as:

δPð1Þ
βα ¼ Re

X

jmγδ

Yjmðp̂Þw
βα
γδ ðEða

ð3Þ
eff Þ

γδ
jm − E2ðcð4Þeff Þ

γδ
jmÞ: ð14Þ

We calculated wγδ for electron neutrino survival over
the energy range relevant for solar neutrinos, namely
1–20 MeV, using the model parameters defined in
Table I. These weight functions are shown in Fig. 2. It
can be seen that the different contributions become rela-
tively constant at energies above about 6 MeV, after the
MSW transition has saturated.

D. Independent observables in SNO

For each distinct energy and time behavior (choice of d,
j, and m), there is a group of nine nearly-degenerate
Lorentz violating coefficients differing only by their weight
function. These have slightly different energy dependencies

at lower energies, where the mixing angles change signifi-
cantly as a result of the MSW effect in the Sun.
There are two possible approaches to handling this near

degeneracy. Either we restrict ourselves to a domain in
which the signals are truly degenerate, compute the linear
combination of coefficients to which we are sensitive, and
set a single limit, or we keep all signals distinct and try to fit
for them simultaneously. Even at the lowest energy thresh-
old used by SNO (3.5 MeV), the shapes of the different
effects are not obviously resolved. An unrealistically
optimistic sensitivity study showed that the global corre-
lation of each of the Lorentz-violating parameters was at
least 0.985. This confirmed that there is no power to
distinguish the different effects. It is therefore necessary for
the analysis to take the other approach, namely, to search
for the single linear combination of these effects to which
the detector is sensitive. For this analysis, we apply a lower
energy threshold of 7 MeV. This puts us firmly in the
regime where the weights are independent of energy and
also reduces the risk of contamination from radioactive
backgrounds.
We define the SNO combination of effects as

cð4ÞSNO ¼
X

αβ

wee
αβðc

ð4Þ
eff Þ

αβ; ð15Þ

with að3ÞSNO defined analogously. With these definitions, the
probability simplifies to

δPð1Þ
ee ¼ Re

X

jm

Yjmðp̂ÞðEða
ð3Þ
SNOÞjm − E2ðcð4ÞSNOÞjmÞ: ð16Þ

It is this expression that is used in practice for fitting
the data.
To zeroth order, aSNO and cSNO can be read off the plot in

Fig. 2, but a more detailed treatment, taking into account
the standard solar model, will be discussed below. For
setting limits, the SNO weight combination is computed
using the fit result for each mode separately. The final
results are reported in Sec. VI.
After grouping the nearly degenerate parameters into

effective parameters, there are still four parameters of
dimension three and nine of dimension four. Those of
dimension three produce signals that cycle at most once per
year and grow linearly with energy. Those of dimension
four grow quadratically with energy (and are therefore
independent of the dimension-three operators) and have
signals that cycle at most twice per year. Simple consid-
erations from Fourier analysis show that there can be at
most three and five independent observables in these two
cases. We therefore decompose the signals into their
Fourier modes and summarize these combinations in
Table II.

FIG. 2. Weight functions wee
γδ for the various coefficients as a

function of energy. Above 6 MeV, the contributions are reason-
ably constant. Each color represents a different flavor pair γδ, as
labeled.

TABLE I. Mixing model parameter values used in the analysis.
PDG values without input from SNO [15].

Mixing model parameter Value

sin2 θ13=10−2 2.10& 0.11
Δm2

12=10
−5 eV2 7.54& 0.19

Δm2
23=10

−3 eV2 2.48& 0.08
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We used the same procedure for the internal backgrounds
for Phase III as well. A plot of the data is shown in Fig. 12
with the best-fit values of the relevant variations shown
in Table VII. Note that the background normalization is
not recorded for this case because Monte Carlo simulations
of the low-energy backgrounds were not available for
Phase III.
Since none of these systematic effects contributes an

uncertainty approaching the expected statistical uncertainty
of the measurement, we decided to treat the systematics
through a shift-and-refit procedure. We fit the data using
PDFs generated with the systematic values perturbed away
from their central value by random Gaussian-distributed
amounts in all dimensions simultaneously. The RMS of the
distribution of fit results using these perturbed PDFs was
then taken to represent the systematic uncertainty of the
measurement. This technique is attractive because it auto-
matically captures correlations between the impact of the
different systematics on the final result.

VI. RESULTS

The best-fit results for each of the eightmodes are shown in
Table IX. The projections of the fit are shown in Fig. 13. The
reduced χ2 (11943=8765, p ¼ 0.01) is dominated by a single
event in an unlikely bin. Neglecting that bin, the reduced χ2 is
1.02 (8905=8764, p ¼ 0.30). The data appear uniform and
noiselike across all three phases, see Fig. 14. There is a hint
(see Table X) of short-term variations in total event rate,
particularly in the data binned at 5-day intervals, possibly due
to changing background levels or detector conditions, but
these effects appear to wash out on seasonal time scales.
To determine limits on the individual flavor components

of the Lorentz violation effects, the limits on the different
time-dependent modes shown in Table IX must be com-
bined with information about the weight coefficients, as can
be seen from Eq. (15). Since the weights depend on the
mixing angles, in principle they should be recalculated for
each fit mode. However, among the seven fits there were
only three distinct best-fit values for the solar mixing angle.
We therefore calculated the weights for each of these three
cases, as shown in Table XI.
The results in Tables IX and XI cannot simply be divided

to attain the limits on the flavor components because the
weights share common systematic uncertainties with the
Lorentz violation signal fit results (for example, the value of
θ13). To correctly account for these correlations, we calcu-
lated the limit on the signal and the weight for each member
of the ensemble and determined the RMS of their ratio.
The limits on the various individual flavor components

(assuming the others are zero) are listed in Tables XII and
XIII. We set limits on 38 previously unconstrained param-
eters and set improved limits on 16 additional parameters.
For the first time, limits are now available on every leading-
order Lorentz violation operator in the neutrino sector.

A. Interpretation as energy scale

It is expected that if Lorentz symmetry violations exist in
nature, they would derive from new physics at a high
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FIG. 12. Ratio of the number of events observed per day to the
expected number in the internal low energy background sideband
during Phase III. Internal backgrounds were significantly more
stable than external backgrounds during Phase III.

TABLE IX. Lorentz violation best-fit results. The first error is statistical and the second systematic.

Mode LV signal Solar flux (106 cm−2 s−1) sin θ12

E 7.0þ7.2þ5.9
−7.5−6.7 GeV−1 5.22# 0.27þ0.17

−0.22 0.497 þ0.088þ0.078
−0.098−0.078

E sinωt 0.0þ7.2þ2.1
−7.3−2.2 × 10−1 GeV−1 5.15# 0.26þ0.14

−0.17 0.577 þ0.019þ0.010
−0.018−0.009

E cosωt 0.2þ7.3þ2.2
−7.4−2.3 × 10−1 GeV−1 5.15# 0.26þ0.14

−0.17 0.577 þ0.019þ0.010
−0.018−0.009

E2 3.0þ3.3þ2.7
−3.4−3.1 × 102 GeV−2 5.22# 0.27þ0.17

−0.22 0.537 þ0.048þ0.042
−0.049−0.037

E2 sinωt 0.7þ6.4þ1.7
−6.5−1.8 × 101 GeV−2 5.15# 0.26þ0.14

−0.17 0.577 þ0.019þ0.011
−0.018−0.008

E2 cosωt −0.2þ6.5þ1.9
−6.6−1.9 × 101 GeV−2 5.15# 0.26þ0.14

−0.17 0.577 þ0.019þ0.010
−0.018−0.009

E2 sin 2ωt 5.8þ6.5þ1.6
−6.4−1.8 × 101 GeV−2 5.15# 0.26þ0.14

−0.17 0.577 þ0.019þ0.010
−0.018−0.009

E2 cos 2ωt −4.4þ6.5þ1.7
−6.6−1.8 × 101 GeV−2 5.15# 0.26þ0.14

−0.17 0.577 þ0.019þ0.010
−0.018−0.009

B. AHARMIM et al. PHYS. REV. D 98, 112013 (2018)

112013-14

We used the same procedure for the internal backgrounds
for Phase III as well. A plot of the data is shown in Fig. 12
with the best-fit values of the relevant variations shown
in Table VII. Note that the background normalization is
not recorded for this case because Monte Carlo simulations
of the low-energy backgrounds were not available for
Phase III.
Since none of these systematic effects contributes an

uncertainty approaching the expected statistical uncertainty
of the measurement, we decided to treat the systematics
through a shift-and-refit procedure. We fit the data using
PDFs generated with the systematic values perturbed away
from their central value by random Gaussian-distributed
amounts in all dimensions simultaneously. The RMS of the
distribution of fit results using these perturbed PDFs was
then taken to represent the systematic uncertainty of the
measurement. This technique is attractive because it auto-
matically captures correlations between the impact of the
different systematics on the final result.

VI. RESULTS

The best-fit results for each of the eightmodes are shown in
Table IX. The projections of the fit are shown in Fig. 13. The
reduced χ2 (11943=8765, p ¼ 0.01) is dominated by a single
event in an unlikely bin. Neglecting that bin, the reduced χ2 is
1.02 (8905=8764, p ¼ 0.30). The data appear uniform and
noiselike across all three phases, see Fig. 14. There is a hint
(see Table X) of short-term variations in total event rate,
particularly in the data binned at 5-day intervals, possibly due
to changing background levels or detector conditions, but
these effects appear to wash out on seasonal time scales.
To determine limits on the individual flavor components

of the Lorentz violation effects, the limits on the different
time-dependent modes shown in Table IX must be com-
bined with information about the weight coefficients, as can
be seen from Eq. (15). Since the weights depend on the
mixing angles, in principle they should be recalculated for
each fit mode. However, among the seven fits there were
only three distinct best-fit values for the solar mixing angle.
We therefore calculated the weights for each of these three
cases, as shown in Table XI.
The results in Tables IX and XI cannot simply be divided

to attain the limits on the flavor components because the
weights share common systematic uncertainties with the
Lorentz violation signal fit results (for example, the value of
θ13). To correctly account for these correlations, we calcu-
lated the limit on the signal and the weight for each member
of the ensemble and determined the RMS of their ratio.
The limits on the various individual flavor components

(assuming the others are zero) are listed in Tables XII and
XIII. We set limits on 38 previously unconstrained param-
eters and set improved limits on 16 additional parameters.
For the first time, limits are now available on every leading-
order Lorentz violation operator in the neutrino sector.

A. Interpretation as energy scale

It is expected that if Lorentz symmetry violations exist in
nature, they would derive from new physics at a high
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FIG. 12. Ratio of the number of events observed per day to the
expected number in the internal low energy background sideband
during Phase III. Internal backgrounds were significantly more
stable than external backgrounds during Phase III.

TABLE IX. Lorentz violation best-fit results. The first error is statistical and the second systematic.

Mode LV signal Solar flux (106 cm−2 s−1) sin θ12

E 7.0þ7.2þ5.9
−7.5−6.7 GeV−1 5.22# 0.27þ0.17

−0.22 0.497 þ0.088þ0.078
−0.098−0.078

E sinωt 0.0þ7.2þ2.1
−7.3−2.2 × 10−1 GeV−1 5.15# 0.26þ0.14

−0.17 0.577 þ0.019þ0.010
−0.018−0.009

E cosωt 0.2þ7.3þ2.2
−7.4−2.3 × 10−1 GeV−1 5.15# 0.26þ0.14

−0.17 0.577 þ0.019þ0.010
−0.018−0.009

E2 3.0þ3.3þ2.7
−3.4−3.1 × 102 GeV−2 5.22# 0.27þ0.17

−0.22 0.537 þ0.048þ0.042
−0.049−0.037

E2 sinωt 0.7þ6.4þ1.7
−6.5−1.8 × 101 GeV−2 5.15# 0.26þ0.14

−0.17 0.577 þ0.019þ0.011
−0.018−0.008

E2 cosωt −0.2þ6.5þ1.9
−6.6−1.9 × 101 GeV−2 5.15# 0.26þ0.14

−0.17 0.577 þ0.019þ0.010
−0.018−0.009

E2 sin 2ωt 5.8þ6.5þ1.6
−6.4−1.8 × 101 GeV−2 5.15# 0.26þ0.14

−0.17 0.577 þ0.019þ0.010
−0.018−0.009

E2 cos 2ωt −4.4þ6.5þ1.7
−6.6−1.8 × 101 GeV−2 5.15# 0.26þ0.14

−0.17 0.577 þ0.019þ0.010
−0.018−0.009
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energy scale. In the simplest cases, effects at low energies
would be suppressed by a factor of

g
mEW

mNP
ð19Þ

relative to electroweak physics [5], where g is a coupling
constant, mEW ≈ 100 GeV is the electroweak mass scale,
andmNP is the mass scale of the new physics. This provides
a kind of benchmark for evaluating the reach of the limits
established here.
Assuming “natural” models should have couplings no

smaller than 0.01, the limitswe set here rule outmodels of this
kind up to mass scales of the order of 1017 GeV. Of course,
more complex kinds of models can evade such limits [31].

B. Comparison to previous SNO analyses

As a cross check of this analysis, we ran a fit in which
Lorentz violations were constrained to be zero. In this
configuration, the fit results for the solar flux and mixing
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FIG. 14. Time residuals of the fit of the full data set, binned
over 5 (top), 10 (middle), and 30 (bottom) day periods. The blue
points indicate the shape of the signal for the best fit.

TABLE X. χ2=ndf for the time residuals binned on different
time scales. Although there is a hint of short-period changes to the
total event rate, these effects average away on seasonal time
scales. p shows the p-value for rejecting the hypothesis of the
data being constant in time.

Binning period χ2=ndf p

5 days 390=340 0.07
10 days 203=188 0.23
30 days 68=66 0.44
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FIG. 13. Fit for E2 sin 2ωt term projected along the various
axes. Data shown as points with poisson errors; filled histogram
shows best fit. The left column shows data for Phases I and II; the
right column is for Phase III. The bottom row shows the data in
black points with the fit result in blue. Since the daily residuals
are difficult to see, they are shown rebinned on longer timescales
in Fig. 14.
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energy scale. In the simplest cases, effects at low energies
would be suppressed by a factor of

g
mEW

mNP
ð19Þ

relative to electroweak physics [5], where g is a coupling
constant, mEW ≈ 100 GeV is the electroweak mass scale,
andmNP is the mass scale of the new physics. This provides
a kind of benchmark for evaluating the reach of the limits
established here.
Assuming “natural” models should have couplings no

smaller than 0.01, the limitswe set here rule outmodels of this
kind up to mass scales of the order of 1017 GeV. Of course,
more complex kinds of models can evade such limits [31].

B. Comparison to previous SNO analyses

As a cross check of this analysis, we ran a fit in which
Lorentz violations were constrained to be zero. In this
configuration, the fit results for the solar flux and mixing
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FIG. 14. Time residuals of the fit of the full data set, binned
over 5 (top), 10 (middle), and 30 (bottom) day periods. The blue
points indicate the shape of the signal for the best fit.

TABLE X. χ2=ndf for the time residuals binned on different
time scales. Although there is a hint of short-period changes to the
total event rate, these effects average away on seasonal time
scales. p shows the p-value for rejecting the hypothesis of the
data being constant in time.

Binning period χ2=ndf p

5 days 390=340 0.07
10 days 203=188 0.23
30 days 68=66 0.44
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FIG. 13. Fit for E2 sin 2ωt term projected along the various
axes. Data shown as points with poisson errors; filled histogram
shows best fit. The left column shows data for Phases I and II; the
right column is for Phase III. The bottom row shows the data in
black points with the fit result in blue. Since the daily residuals
are difficult to see, they are shown rebinned on longer timescales
in Fig. 14.
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Fit for E 2sin2ωt term

energy scale. In the simplest cases, effects at low energies
would be suppressed by a factor of

g
mEW

mNP
ð19Þ

relative to electroweak physics [5], where g is a coupling
constant, mEW ≈ 100 GeV is the electroweak mass scale,
andmNP is the mass scale of the new physics. This provides
a kind of benchmark for evaluating the reach of the limits
established here.
Assuming “natural” models should have couplings no

smaller than 0.01, the limitswe set here rule outmodels of this
kind up to mass scales of the order of 1017 GeV. Of course,
more complex kinds of models can evade such limits [31].

B. Comparison to previous SNO analyses

As a cross check of this analysis, we ran a fit in which
Lorentz violations were constrained to be zero. In this
configuration, the fit results for the solar flux and mixing
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FIG. 14. Time residuals of the fit of the full data set, binned
over 5 (top), 10 (middle), and 30 (bottom) day periods. The blue
points indicate the shape of the signal for the best fit.

TABLE X. χ2=ndf for the time residuals binned on different
time scales. Although there is a hint of short-period changes to the
total event rate, these effects average away on seasonal time
scales. p shows the p-value for rejecting the hypothesis of the
data being constant in time.

Binning period χ2=ndf p

5 days 390=340 0.07
10 days 203=188 0.23
30 days 68=66 0.44
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FIG. 13. Fit for E2 sin 2ωt term projected along the various
axes. Data shown as points with poisson errors; filled histogram
shows best fit. The left column shows data for Phases I and II; the
right column is for Phase III. The bottom row shows the data in
black points with the fit result in blue. Since the daily residuals
are difficult to see, they are shown rebinned on longer timescales
in Fig. 14.
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Neutrino Lifetime 
Solar Neutrino Decay
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• Energy-dependent neutrino disappearance  
• Induced by non-radiative neutrino decays 

to fully invisible final states 
• New likelihood fit for 8B survival 

probability, with floating ki = τi/mi

ki ¼
τi
mi

: ð2Þ

Since the Earth-Sun distance is quite large compared to the
solar radius, any decay within the Sun will be ignored, and
decay is only considered while propagating in vacuum from
the Sun to Earth. Here, we consider nonradiative decay to
some nonactive channel [13], which manifests as disap-
pearance of a mass state. Therefore, the arrival probability
ψ i of a neutrino mass state at Earth in the presence of
neutrino decay can be given as

ψ i ≈ e−L=ðEkiÞϕi ¼ e−L=ðEkiÞjhνmiðVeÞjνeij2; ð3Þ

where L is the radius of Earth’s orbit (1 A.U.) and E is the
energy of the neutrino. Survival and oscillation probabil-
ities for electron and muon/tau flavor neutrinos may then be
recovered using the PMNS matrix in the usual way,

Pee ¼
X

i

ψ ijUiej2

Pea ¼
X

i

ψ ijUiμj2 þ ψ ijUiτj2: ð4Þ

B. Decay of 8B solar neutrinos

Figure 2 shows the fraction of mass state ν2 in the total
neutrino flux as a function of energy. Considering the cross-
section-weighted 8B neutrino energy spectrum, one finds
that less than 4% of the detected flux is not mass state ν2.
As such, SNO data are dominated by ν2 neutrinos. Due to
this ν2-dominated sample, and the low-energy data selec-
tion cut discussed in the next section, this analysis is
insensitive to decay of mass states ν1 or ν3, and the lifetimes
k1 and k3 are assumed to be infinite.
The signal to be fit is therefore an energy-dependent flux

disappearance due to the decay of mass state ν2 neutrinos.

This energy dependence is distinct from the MSW effect,
allowing an energy-dependent likelihood fit to distinguish
between them. In the formalism presented here, decay of
mass state ν2 is entirely described by the lifetime parameter
k2. Examples of Pee and Pea for various values of k2 are
shown in Fig. 3.

IV. ANALYSIS

We performed a likelihood fit over all three phases of
SNO data for a finite neutrino lifetime k2, as defined in the
previous section. This analysis built on the 3-phase SNO
analysis [19] and the methods are briefly summarized here
for completeness but can be found in detail in the previous
publication. For each fit, many parameters were floated
with constraints. These parameters include background
rates, neutrino mixing parameters, and the nominal 8B
flux. Systematic uncertainties found not to be strongly
correlated with the solar neutrino signal were handled with
a shift and refit procedure. For the final result, a likelihood
profile for the parameter k2 was generated and used to set a
lower bound for that parameter. See the following sections
for more detail.

FIG. 2. The fraction of solar neutrino flux that, due to the MSW
effect, is mass state ν2 is shown here in a solid line. The cross-
section-weighted 8B energy spectrum is shown with a dashed line
to guide the eye. The ν2 state dominates over the energy range
where 8B neutrinos can be detected.

FIG. 3. Shown here in dashed lines are survival probability of
electron neutrinos Pee and the oscillation probability Pea for
various values of mass state ν2 lifetime (k2), demonstrating the
energy-dependent distortion being fit for. Both k1 and k3 are fixed
to infinity in these plots. Existing limits are near k2 ¼ 10−4 s=eV.
The solid line shows the survival probability with no neutrino
decay (k2 ¼ ∞).
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this ν2-dominated sample, and the low-energy data selec-
tion cut discussed in the next section, this analysis is
insensitive to decay of mass states ν1 or ν3, and the lifetimes
k1 and k3 are assumed to be infinite.
The signal to be fit is therefore an energy-dependent flux
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This energy dependence is distinct from the MSW effect,
allowing an energy-dependent likelihood fit to distinguish
between them. In the formalism presented here, decay of
mass state ν2 is entirely described by the lifetime parameter
k2. Examples of Pee and Pea for various values of k2 are
shown in Fig. 3.
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We performed a likelihood fit over all three phases of
SNO data for a finite neutrino lifetime k2, as defined in the
previous section. This analysis built on the 3-phase SNO
analysis [19] and the methods are briefly summarized here
for completeness but can be found in detail in the previous
publication. For each fit, many parameters were floated
with constraints. These parameters include background
rates, neutrino mixing parameters, and the nominal 8B
flux. Systematic uncertainties found not to be strongly
correlated with the solar neutrino signal were handled with
a shift and refit procedure. For the final result, a likelihood
profile for the parameter k2 was generated and used to set a
lower bound for that parameter. See the following sections
for more detail.

FIG. 2. The fraction of solar neutrino flux that, due to the MSW
effect, is mass state ν2 is shown here in a solid line. The cross-
section-weighted 8B energy spectrum is shown with a dashed line
to guide the eye. The ν2 state dominates over the energy range
where 8B neutrinos can be detected.

FIG. 3. Shown here in dashed lines are survival probability of
electron neutrinos Pee and the oscillation probability Pea for
various values of mass state ν2 lifetime (k2), demonstrating the
energy-dependent distortion being fit for. Both k1 and k3 are fixed
to infinity in these plots. Existing limits are near k2 ¼ 10−4 s=eV.
The solid line shows the survival probability with no neutrino
decay (k2 ¼ ∞).
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statistical uncertainties combined, which is in very good
agreement with previous results. The uncertainty with k2
allowed to float is much larger due to the additional
freedom of neutrino decay in the model and the fact that
the lifetime is strongly anticorrelated with the flux. These
two parameters are not degenerate only because the effect
of neutrino decay is energy dependent, and this fit to the
neutrino energy spectrum can capture that effect. To that
end we expect the uncertainty on the 8B neutrino flux from
this analysis to be larger than previous analyses.

B. Combined analysis results

Any experiment measuring a solar flux can be compared
to a standard solar model to constrain neutrino lifetimes.
Likelihood profiles of k2 generated for other solar experi-
ments can be combined with the profile from this analysis
to arrive at a global limit. Particularly, experiments sensi-
tive to lower energy solar neutrinos, such as the pp or 7Be
solar neutrinos, can provide strong constraints on k2 as the
L=E for these neutrinos is greater than for the 8B neutrinos.
To incorporate the results from other experiments, the

measured flux reported by an experiment assuming a flux
of only electron neutrinos (i.e., Pee ¼ 1) Φe is converted to
an total inferred flux ΦT by way of a neutrino model that
predicts Pee and Pea, the average survival probabilities for
that flux, and the relative cross sections σa=σe, where σe is
the cross section for electron flavor neutrinos and σa the
cross section for all other neutrino flavors (i.e., νμ and ντ)

ΦT ¼
!
Pee þ Pea

σa
σe

"−1
Φe: ð5Þ

The neutrino decay model described in Sec. III is used, and
the averaging is done over the flux-appropriate standard
solar model production regions (electron density) [30] and
experiment-appropriate cross-section-weighted neutrino
spectra [30].
This ΦT can be directly compared to standard solar

model predictions with the following likelihood term:

− lnðLÞ ¼ ðΦT −ΦSSMÞ2

2ðσ2T þ σ2SSMÞ
; ð6Þ

where σT and σSSM are the uncertainties on the inferred flux
ΦT and standard solar model flux ΦSSM. The mass state ν1
lifetime k1 is a free parameter in the fit and profiled over in
producing the final limit on k2, as lower energy solar
neutrinos may contain significant fractions of ν1. The
mass state ν3 lifetime k3 remains fixed to infinity, as all
solar neutrinos contain negligible amounts of ν3. The
neutrino mixing parameters are constrained as described
in Sec. IV D 2 and allowed to float.
Following this methodology, a profile for k2 is generated

using Super-K [33], KamLAND [34], and Borexino [35] 8B
results; Borexino [36] and KamLAND [37] 7Be results; the
combined gallium interaction rate from GNO, GALLEX,
and SAGE [38]; and the chlorine interaction rate from
Homestake [3]. For both chlorine and gallium, the pre-
dicted interaction rate is computed following the procedure
in Sec. Vof [38], but using the neutrino model and mixing
constraints used elsewhere in this paper. These predicted
rates were compared to the measured rates with likelihood
terms analogous to Eq. (6).
The final profile, combined with this analysis of SNO

data, is shown in Fig. 6 and constrains k2 to be > 1.92 ×
10−3 s=eV at 90% confidence.

VI. CONCLUSION

Neutrinos are known to have mass, allowing for potential
decays to lighter states. However, analyses of solar neutrino
data assuming the MSW solution to the solar neutrino
problem are consistent with a nondecaying scenario. By
analyzing the entire SNO dataset, using a model that
predicts the survival probability of electron-type solar
neutrinos allowing for the decay of mass state ν2, we
were able to set a limit on the lifetime of neutrino mass state
ν2: k2 > 8.08 × 10−5 s=eV at 90% confidence. Combining
this with measurements from other solar experiments
results in a new best limit of k2 > 1.92 × 10−3 s=eV at
90% confidence. Compared to the previous best limit,

FIG. 5. Shown here is the likelihood scan of the mass state ν2
lifetime k2. This is shown both with systematic parameters fixed
and after incorporating systematic uncertainties using a shift-and-
refit method.

FIG. 6. Shown here is the combined likelihood profile includ-
ing the SNO result from this analysis and flux constraints from
other solar experiments as described in Sec. V B.
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to arrive at a global limit. Particularly, experiments sensi-
tive to lower energy solar neutrinos, such as the pp or 7Be
solar neutrinos, can provide strong constraints on k2 as the
L=E for these neutrinos is greater than for the 8B neutrinos.
To incorporate the results from other experiments, the
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an total inferred flux ΦT by way of a neutrino model that
predicts Pee and Pea, the average survival probabilities for
that flux, and the relative cross sections σa=σe, where σe is
the cross section for electron flavor neutrinos and σa the
cross section for all other neutrino flavors (i.e., νμ and ντ)
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The neutrino decay model described in Sec. III is used, and
the averaging is done over the flux-appropriate standard
solar model production regions (electron density) [30] and
experiment-appropriate cross-section-weighted neutrino
spectra [30].
This ΦT can be directly compared to standard solar

model predictions with the following likelihood term:
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2ðσ2T þ σ2SSMÞ
; ð6Þ

where σT and σSSM are the uncertainties on the inferred flux
ΦT and standard solar model flux ΦSSM. The mass state ν1
lifetime k1 is a free parameter in the fit and profiled over in
producing the final limit on k2, as lower energy solar
neutrinos may contain significant fractions of ν1. The
mass state ν3 lifetime k3 remains fixed to infinity, as all
solar neutrinos contain negligible amounts of ν3. The
neutrino mixing parameters are constrained as described
in Sec. IV D 2 and allowed to float.
Following this methodology, a profile for k2 is generated

using Super-K [33], KamLAND [34], and Borexino [35] 8B
results; Borexino [36] and KamLAND [37] 7Be results; the
combined gallium interaction rate from GNO, GALLEX,
and SAGE [38]; and the chlorine interaction rate from
Homestake [3]. For both chlorine and gallium, the pre-
dicted interaction rate is computed following the procedure
in Sec. Vof [38], but using the neutrino model and mixing
constraints used elsewhere in this paper. These predicted
rates were compared to the measured rates with likelihood
terms analogous to Eq. (6).
The final profile, combined with this analysis of SNO

data, is shown in Fig. 6 and constrains k2 to be > 1.92 ×
10−3 s=eV at 90% confidence.

VI. CONCLUSION

Neutrinos are known to have mass, allowing for potential
decays to lighter states. However, analyses of solar neutrino
data assuming the MSW solution to the solar neutrino
problem are consistent with a nondecaying scenario. By
analyzing the entire SNO dataset, using a model that
predicts the survival probability of electron-type solar
neutrinos allowing for the decay of mass state ν2, we
were able to set a limit on the lifetime of neutrino mass state
ν2: k2 > 8.08 × 10−5 s=eV at 90% confidence. Combining
this with measurements from other solar experiments
results in a new best limit of k2 > 1.92 × 10−3 s=eV at
90% confidence. Compared to the previous best limit,

FIG. 5. Shown here is the likelihood scan of the mass state ν2
lifetime k2. This is shown both with systematic parameters fixed
and after incorporating systematic uncertainties using a shift-and-
refit method.

FIG. 6. Shown here is the combined likelihood profile includ-
ing the SNO result from this analysis and flux constraints from
other solar experiments as described in Sec. V B.
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ki ¼
τi
mi

: ð2Þ

Since the Earth-Sun distance is quite large compared to the
solar radius, any decay within the Sun will be ignored, and
decay is only considered while propagating in vacuum from
the Sun to Earth. Here, we consider nonradiative decay to
some nonactive channel [13], which manifests as disap-
pearance of a mass state. Therefore, the arrival probability
ψ i of a neutrino mass state at Earth in the presence of
neutrino decay can be given as

ψ i ≈ e−L=ðEkiÞϕi ¼ e−L=ðEkiÞjhνmiðVeÞjνeij2; ð3Þ

where L is the radius of Earth’s orbit (1 A.U.) and E is the
energy of the neutrino. Survival and oscillation probabil-
ities for electron and muon/tau flavor neutrinos may then be
recovered using the PMNS matrix in the usual way,

Pee ¼
X

i

ψ ijUiej2

Pea ¼
X

i

ψ ijUiμj2 þ ψ ijUiτj2: ð4Þ

B. Decay of 8B solar neutrinos

Figure 2 shows the fraction of mass state ν2 in the total
neutrino flux as a function of energy. Considering the cross-
section-weighted 8B neutrino energy spectrum, one finds
that less than 4% of the detected flux is not mass state ν2.
As such, SNO data are dominated by ν2 neutrinos. Due to
this ν2-dominated sample, and the low-energy data selec-
tion cut discussed in the next section, this analysis is
insensitive to decay of mass states ν1 or ν3, and the lifetimes
k1 and k3 are assumed to be infinite.
The signal to be fit is therefore an energy-dependent flux

disappearance due to the decay of mass state ν2 neutrinos.

This energy dependence is distinct from the MSW effect,
allowing an energy-dependent likelihood fit to distinguish
between them. In the formalism presented here, decay of
mass state ν2 is entirely described by the lifetime parameter
k2. Examples of Pee and Pea for various values of k2 are
shown in Fig. 3.

IV. ANALYSIS

We performed a likelihood fit over all three phases of
SNO data for a finite neutrino lifetime k2, as defined in the
previous section. This analysis built on the 3-phase SNO
analysis [19] and the methods are briefly summarized here
for completeness but can be found in detail in the previous
publication. For each fit, many parameters were floated
with constraints. These parameters include background
rates, neutrino mixing parameters, and the nominal 8B
flux. Systematic uncertainties found not to be strongly
correlated with the solar neutrino signal were handled with
a shift and refit procedure. For the final result, a likelihood
profile for the parameter k2 was generated and used to set a
lower bound for that parameter. See the following sections
for more detail.

FIG. 2. The fraction of solar neutrino flux that, due to the MSW
effect, is mass state ν2 is shown here in a solid line. The cross-
section-weighted 8B energy spectrum is shown with a dashed line
to guide the eye. The ν2 state dominates over the energy range
where 8B neutrinos can be detected.

FIG. 3. Shown here in dashed lines are survival probability of
electron neutrinos Pee and the oscillation probability Pea for
various values of mass state ν2 lifetime (k2), demonstrating the
energy-dependent distortion being fit for. Both k1 and k3 are fixed
to infinity in these plots. Existing limits are near k2 ¼ 10−4 s=eV.
The solid line shows the survival probability with no neutrino
decay (k2 ¼ ∞).
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section-weighted 8B neutrino energy spectrum, one finds
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this ν2-dominated sample, and the low-energy data selec-
tion cut discussed in the next section, this analysis is
insensitive to decay of mass states ν1 or ν3, and the lifetimes
k1 and k3 are assumed to be infinite.
The signal to be fit is therefore an energy-dependent flux

disappearance due to the decay of mass state ν2 neutrinos.

This energy dependence is distinct from the MSW effect,
allowing an energy-dependent likelihood fit to distinguish
between them. In the formalism presented here, decay of
mass state ν2 is entirely described by the lifetime parameter
k2. Examples of Pee and Pea for various values of k2 are
shown in Fig. 3.

IV. ANALYSIS

We performed a likelihood fit over all three phases of
SNO data for a finite neutrino lifetime k2, as defined in the
previous section. This analysis built on the 3-phase SNO
analysis [19] and the methods are briefly summarized here
for completeness but can be found in detail in the previous
publication. For each fit, many parameters were floated
with constraints. These parameters include background
rates, neutrino mixing parameters, and the nominal 8B
flux. Systematic uncertainties found not to be strongly
correlated with the solar neutrino signal were handled with
a shift and refit procedure. For the final result, a likelihood
profile for the parameter k2 was generated and used to set a
lower bound for that parameter. See the following sections
for more detail.

FIG. 2. The fraction of solar neutrino flux that, due to the MSW
effect, is mass state ν2 is shown here in a solid line. The cross-
section-weighted 8B energy spectrum is shown with a dashed line
to guide the eye. The ν2 state dominates over the energy range
where 8B neutrinos can be detected.

FIG. 3. Shown here in dashed lines are survival probability of
electron neutrinos Pee and the oscillation probability Pea for
various values of mass state ν2 lifetime (k2), demonstrating the
energy-dependent distortion being fit for. Both k1 and k3 are fixed
to infinity in these plots. Existing limits are near k2 ¼ 10−4 s=eV.
The solid line shows the survival probability with no neutrino
decay (k2 ¼ ∞).
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Figure 2 shows the fraction of mass state ν2 in the total
neutrino flux as a function of energy. Considering the cross-
section-weighted 8B neutrino energy spectrum, one finds
that less than 4% of the detected flux is not mass state ν2.
As such, SNO data are dominated by ν2 neutrinos. Due to
this ν2-dominated sample, and the low-energy data selec-
tion cut discussed in the next section, this analysis is
insensitive to decay of mass states ν1 or ν3, and the lifetimes
k1 and k3 are assumed to be infinite.
The signal to be fit is therefore an energy-dependent flux
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This energy dependence is distinct from the MSW effect,
allowing an energy-dependent likelihood fit to distinguish
between them. In the formalism presented here, decay of
mass state ν2 is entirely described by the lifetime parameter
k2. Examples of Pee and Pea for various values of k2 are
shown in Fig. 3.

IV. ANALYSIS

We performed a likelihood fit over all three phases of
SNO data for a finite neutrino lifetime k2, as defined in the
previous section. This analysis built on the 3-phase SNO
analysis [19] and the methods are briefly summarized here
for completeness but can be found in detail in the previous
publication. For each fit, many parameters were floated
with constraints. These parameters include background
rates, neutrino mixing parameters, and the nominal 8B
flux. Systematic uncertainties found not to be strongly
correlated with the solar neutrino signal were handled with
a shift and refit procedure. For the final result, a likelihood
profile for the parameter k2 was generated and used to set a
lower bound for that parameter. See the following sections
for more detail.

FIG. 2. The fraction of solar neutrino flux that, due to the MSW
effect, is mass state ν2 is shown here in a solid line. The cross-
section-weighted 8B energy spectrum is shown with a dashed line
to guide the eye. The ν2 state dominates over the energy range
where 8B neutrinos can be detected.
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electron neutrinos Pee and the oscillation probability Pea for
various values of mass state ν2 lifetime (k2), demonstrating the
energy-dependent distortion being fit for. Both k1 and k3 are fixed
to infinity in these plots. Existing limits are near k2 ¼ 10−4 s=eV.
The solid line shows the survival probability with no neutrino
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Consistent with MSW oscillations and no decay
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Neutron Production  
via Atmospheric Neutrino Interactions

PRD 99, 112007 (2019)

• Atmospheric neutrino–induced neutrons 
• Measured multiplicity as a function of 

energy and interaction channel 
• Leverage high neutron detection 

efficiency: 15% (Phase I), 40% (Phase II) 
• Probe GeV-scale interaction physics 

• Proton decay search backgrounds 
• ν vs. ν̅ neutron production 
• Modeling of neutrino-nucleus cross 

sections, final state interactions (FSI)

Run: 10975  GTID: 2896417

T=122.1°
P=13.4°
G=9.0°

T=86.6°
P=-53.7°
G=-0.6°

NEUTRON CAPTURE TIME: 
- HEAVY WATER: ~50ms 
- 35Cl: ~5ms

SELECT ATMOSPHERIC NEUTRINO INTERACTIONS 
AND LOOK FOR NEUTRON CAPTURES IN COINCIDENCE

ATMOSPHERIC EVENT NEUTRON CAPTURE CANDIDATE

Delayed 
coincidence

Atmospheric ν n capture

Figure: 
J. Caravaca
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MEASURED NEUTRON PRODUCTION COMPATIBLE 
WITH SK RESULTS

A. Fit to primary and secondary neutrons

The production of primary and secondary neutrons as a
function of energy is very different—secondary neutrons
production is larger at higher energy, while primary neutron
production is rather flat (see Fig. 4). We estimate the

contribution of each component by defining two normali-
zation parameters (one for primary and another one for
secondary neutrons) and constraining them with a χ2 fit.
The difficulty of this analysis resides in the large correla-
tions between these two parameters, given the uncertainties
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FIG. 15. Averaged number of produced neutrons vs visible energy for both phases together. We show the different selections: CCQE
(top left), non-CCQE (top right), electronlike (bottom left), and muonlike (bottom right). The points represent data with statistical
uncertainties. The reconstructed MC is shown with red boxes with the size corresponding to the systematic uncertainties. The green line
represents the average total number of neutrons given by the MC truth, and the blue line corresponds to the average number of primary
neutrons given by the MC truth.
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FIG. 16. Averaged number of produced neutrons vs recon-
structed neutrino energy for both phases together for the CCQE
selection. The points represent data with statistical uncertainties.
The reconstructed MC is shown with red boxes with the size
corresponding to the systematic uncertainties. The green line
represents the average total number of neutrons given by the MC
truth, and the blue line corresponds to the average number of
primary neutrons given by the MC truth.
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FIG. 17. Neutron production measurement in this work com-
pared to SK published results [8]. Black dots correspond to the
present work, with gray boxes representing systematic uncer-
tainties and solid lines being the total uncertainties. The estima-
tion of SNO with pure light water (see the text for details) is
shown with diamonds. The nominal SK measurement with light
water is marked with circles, and it only displays statistical
uncertainties.
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Neutron Production  
via Cosmic Muon Interactions

PRD 100, 112005 (2019)

• Cosmic ray muon–induced neutrons 
• (∼70 μ/day down at 6800') 
• First measurement in D2O 
• Deep-underground location at SNOLAB 
• Constrains nuclear models and 

backgrounds for rare-event searches 
• Input for interaction modeling in 

simulations, e.g. Geant4

NEUTRONS PRODUCED BY COSMIC MUONS IS A BACKGROUND 
FOR A NUMBER OF ANALYSES

T=86.6°
P=-53.7°
G=-0.6°

NEUTRON CAPTURE TIME: 
- HEAVY WATER: ~50ms 
- 35Cl: ~5ms

COSMIC MUON EVENT NEUTRON CAPTURE CANDIDATEDelayed 
coincidence

Cosmic 
μ

n capture

Phase II, where the discrepancy is 24.4%. The mean
per-muon yield is more sensitive to high-multiplicity
muons than the idealized rate, and indeed the few muons
in the tail of the Phase II distribution shown in Fig. 8 are the
source of this difference. Monte Carlo sampling indicates
that a discrepancy this large is not unusual and suggests that
a Poisson rate, while useful for summarizing a gross
production rate, should not be interpreted as a parameter
fundamental to neutron production.

B. Comparison to other experiments

While no cosmogenic neutron yield measurements have
been published for heavy water, several have been per-
formed using liquid scintillator targets. The nuclear com-
position of heavy water, abundant with weakly bound
deuterons, differs from that of the carbon chains typically
found in organic liquid scintillators, and so the results
should not be compared directly. Still, the average num-
bers of nucleons per unit volume are comparable, and so
the yields should be of similar scale. Figure 14 shows
several yield measurements performed with liquid scintil-
lator targets as a function of average muon energy, and a fit
to a scaling law of the form Yn ¼ aEb

μ recently performed
by the Daya Bay Collaboration [14], with both the LSD [3]
and this measurement overlaid. The average muon energy
at SNO depth was determined using the parametrization in
[15]. It is observed that while cosmogenic neutron pro-
duction in heavy water occurs on a similar scale to the
extrapolation from liquid scintillator measurements, it
is enhanced, consistent with the greater average mass num-
ber. With the SNOþ experiment currently running in the
original SNO cavern with plans to record data with both
light water and liquid scintillator targets, it will be possible
to perform additional yield measurements at this same site

using multiple different materials, to further elucidate the
nature of neutron production at such high energies.

VII. CONCLUSIONS

Although the production and propagation of cosmo-
genic neutrons are modeled in publicly available software,
such as GEANT4 [28], these models have not been
exhaustively tested, particularly at the depth of SNO,
due to the scarcity of experimental data. Extrapolations
from more shallow experimental sites are not well under-
stood. SNO offers a unique opportunity to test models at
this depth, and in this muon energy regime, as well as to
understand this source of background events for other
experiments at SNOLAB. Community-standard simula-
tion tools are seen to reproduce many characteristic
observables of muon-induced neutrons in the SNO detec-
tor. However, some discrepancies indicate that these tools
may be improved, particularly in the high energy regime.
Using these simulation tools, the cosmogenic neutron
yield at a depth of 5890 km.w.e. in heavy water, and heavy
water loaded with 0.02% NaCl by mass, is found to be, in
units of 10−4 cm2=ðg · μÞ, 7.28 % 0.09ðstatÞþ1.59

−1.12ðsystÞ and
7.30% 0.07ðstatÞþ1.40

−1.02ðsystÞ, respectively.
With many low-background experiments operating and

planned in the coming decade, the measurements and
model comparisons presented here are important for a
better understanding of the background models used in
these experiments.
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Neutron capture time

As the thermalization time is small in comparison to the
overall capture time, this agreement suggests that the
modeling of low-energy neutron transport and capture
are valid in the presence of chlorine, further indicating
that the source of the discrepancy in lateral capture distance
is in the high energy regime.

VI. RESULTS FOR NEUTRON YIELD

The measured neutron yield values in pure heavy
water and salt-loaded heavy water are found to be, in
units of 10−4 cm2=ðg · μÞ, 7.28# 0.09ðstatÞþ1.59

−1.12ðsystÞ and
7.30# 0.07ðstatÞþ1.40

−1.02ðsystÞ, respectively. These are to be
compared with the respective values predicted by GEANT4

of 7.01# 0.014ðstatÞ and 7.29# 0.014ðstatÞ, respectively,
though it should be noted that systematic uncertainties on
the simulated values may be quite large; see the extensive
discussion in [11].
The systematic uncertainties for this measurement are

shown in Table III, including uncertainties from the
Monte Carlo-based capture and observation efficiencies,
as well as the number of neutron-like background counts
coincident with a through-going muon.
The dominant uncertainty is due to the Monte Carlo-

based capture efficiency. A 252Cf fission source was
deployed in both phases to measure a per-neutron capture
efficiency for low energy (<15 MeV) neutrons as a
function of position in the detector [18]. We assess an
additional uncertainty on the muon-induced capture

efficiency by computing a volume-weighted average of
the relative error between the capture efficiency for 252Cf
neutrons as reported by GEANT4 and the results of the
calibration campaign, which are shown in Fig. 13. While
the simulation is able to reproduce the gross features of the
low-energy capture efficiency in both phases, the disagree-
ment at high radii, where the efficiency decreases sub-
stantially, causes this to be the dominant uncertainty.

A. Evaluation of the Poisson hypothesis

The yield value presented above is the measurement
of Yn [see Eq. (2)], which is standard in the literature,
and is the value appropriate when describing neutron
production as a Poisson process. This can be com-
pared to the mean per-muon yield, Ȳn [see Eq. (5)], which
in units of 10−4 cm2=ðg · μÞ is 7.62# 0.89ðstatÞ and
9.32# 1.22ðstatÞ, in Phases I and II, respectively. The
two rates are consistent in pure heavy water, but not in
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FIG. 12. Follower delay from most recent muon, in Phases I (left) and II (right).

TABLE III. Relative uncertainties on the yield measurement.

Phase I Phase II

Capture efficiency þ21.7%
−15.2%

þ19.1%
−13.8%

Observation efficiency #0.4% #2.1%
Background counts þ0.0%

−2.4%
þ0.0%
−0.7%

Total þ21.7%
−15.3%

þ19.2%
−14.0%
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FIG. 13. Low energy capture efficiencies as calculated by
simulating 252Cf-fission neutrons with GEANT4, compared with
analytic fits performed to 252Cf calibration data taken during
Phases I and II.

COSMOGENIC NEUTRON PRODUCTION AT THE SUDBURY … PHYS. REV. D 100, 112005 (2019)

112005-13

Phase I (D2O): 48.5±1.3 ms

As the thermalization time is small in comparison to the
overall capture time, this agreement suggests that the
modeling of low-energy neutron transport and capture
are valid in the presence of chlorine, further indicating
that the source of the discrepancy in lateral capture distance
is in the high energy regime.

VI. RESULTS FOR NEUTRON YIELD

The measured neutron yield values in pure heavy
water and salt-loaded heavy water are found to be, in
units of 10−4 cm2=ðg · μÞ, 7.28# 0.09ðstatÞþ1.59

−1.12ðsystÞ and
7.30# 0.07ðstatÞþ1.40

−1.02ðsystÞ, respectively. These are to be
compared with the respective values predicted by GEANT4

of 7.01# 0.014ðstatÞ and 7.29# 0.014ðstatÞ, respectively,
though it should be noted that systematic uncertainties on
the simulated values may be quite large; see the extensive
discussion in [11].
The systematic uncertainties for this measurement are

shown in Table III, including uncertainties from the
Monte Carlo-based capture and observation efficiencies,
as well as the number of neutron-like background counts
coincident with a through-going muon.
The dominant uncertainty is due to the Monte Carlo-

based capture efficiency. A 252Cf fission source was
deployed in both phases to measure a per-neutron capture
efficiency for low energy (<15 MeV) neutrons as a
function of position in the detector [18]. We assess an
additional uncertainty on the muon-induced capture

efficiency by computing a volume-weighted average of
the relative error between the capture efficiency for 252Cf
neutrons as reported by GEANT4 and the results of the
calibration campaign, which are shown in Fig. 13. While
the simulation is able to reproduce the gross features of the
low-energy capture efficiency in both phases, the disagree-
ment at high radii, where the efficiency decreases sub-
stantially, causes this to be the dominant uncertainty.

A. Evaluation of the Poisson hypothesis

The yield value presented above is the measurement
of Yn [see Eq. (2)], which is standard in the literature,
and is the value appropriate when describing neutron
production as a Poisson process. This can be com-
pared to the mean per-muon yield, Ȳn [see Eq. (5)], which
in units of 10−4 cm2=ðg · μÞ is 7.62# 0.89ðstatÞ and
9.32# 1.22ðstatÞ, in Phases I and II, respectively. The
two rates are consistent in pure heavy water, but not in
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TABLE III. Relative uncertainties on the yield measurement.
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FIG. 13. Low energy capture efficiencies as calculated by
simulating 252Cf-fission neutrons with GEANT4, compared with
analytic fits performed to 252Cf calibration data taken during
Phases I and II.
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Phase II (with NaCl): 5.29±0.07 ms

SNO
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hep & DSNB Neutrinos 
A Search with the Full SNO Dataset

PRD 102, 062006 (2020)

hep Solar Neutrinos

• 3He+p fusion: 3He(p,e+νe)4He 
• Highest-energy solar neutrino flux 
• The last unobserved in the pp chain 
• Sensitivity through SNO's νe–d CC 
• Complete the pp picture, test SSM, 

extends 2006 SNO Phase I analysis1Solar Neutrinos

BS05(OP) model
cf. Astrophys. J, 621(1), 85 (2005)

4p+2e
≠ æ 4He+2‹e +26.731 MeV

2

8B

hep
∼103

Ap. J. 621(1), 85 (2005)

Diffuse Supernova Neutrino Background

• Diffuse glow of past core-collapse SNe 
• Redshifted spectrum with a tail 

beyond the 18 MeV hep endpoint 
• SNO sensitive to DSNB νe via CC 
• Information on average SNe neutrino 

luminosity and temperatureThe Di�use Supernova Neutrino Background

Core-collapse Supernovae
I Stars of ≥ 8 ≠ 50M§
I Pgravity > Pe≠ degeneracy

I Most energy loss via ‹ due to
weak interactions (≥ 1053 erg)

I Everything æ ‹‹̄

I Di�usion in dense core
thermalizes ‹ spectra
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DSNB, T = 4 MeV

DSNB, T = 6 MeV

DSNB, T = 8 MeV

Solar hep ⌫

Solar 8B ⌫

I “Nearby” SN are rare, but there are many more within z . 2
I The DSNB is the neutrino “glow” from these past SN
I Spectrum and flux æ average temperature and luminosity
I I’ll use the Beacom & Strigari model1 with T = 6 MeV, for definiteness

1Annu. Rev. Nucl. Part. Sci. 60, 439 (2010)
3

8B

hep

∼103

DSNB

Model: Beacom & Strigari, Annu. Rev. Nucl. Part. Sci 60, 439 (2010).1Astrophys. J. 653, 1545 (2006)
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hep & DSNB Neutrinos 
Signals & Backgrounds

PRD 102, 062006 (2020)

1. Energy Response Modeling
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correlate in timewith neutrons, electrons, or !-rays. Consequently,
any candidate event that appeared within 250 ms of another with
TeA > 4 MeV and a reconstructed vertex inside the AV was re-
moved. In addition, two Kolmogorov-Smirnov (K-S) tests were
applied: one to test the azimuthal symmetry of the PMT hits about
the reconstructed event direction and the other to test the compat-
ibility of the angular distribution of PMT hits with that expected
from a single electron. In the signal boxes, the selections on PMT
hit isotropy and the prompt light fraction were further tightened
with respect to previous SNO analyses (Aharmim et al. 2005),
which was possible in this analysis due to the higher energies of
the candidate events. The combined event selection reduced the
expected number of atmospheric neutrino events in the hep signal
box by a factor of 29 and in the DSNB signal box by a factor
of 77. The signal acceptance of the combined event selection
is 96:6% ! 0:7% for hep and 94:0% ! 1:5% for DSNB events,
measured using calibration source data and simulation.

3. DETECTOR RESPONSE

To understand the signals and backgrounds in this analysis, it
is important to measure the energy response and uncertainties in
the signal boxes. The energy response can be parameterized by a
Gaussian of resolution "T ¼ #0:154þ 0:390T 1/2

e þ 0:0336Te,
where Te is the true kinetic energy of the electron. In SNO anal-
yses, Monte Carlo simulation is used to estimate the response of
the detector to different particles. The propagation of electrons,
positrons, and !-rays is carried out using EGS4 (Nelson et al.
1985). The uncertainties in the energy scale and resolution of
the SNO detector have typically been measured using 6.13 MeV
!-rays from a 16N source (Dragowsky et al. 2002). At the higher
energiesmore characteristic of this analysis,Michel electrons from
muon decays and a pT [3H( p, !)4He] source (Poon et al. 2000),
which produces 19.8 MeV !-rays, were used to complement the
16N measurements. Using simple event selection criteria, includ-
ing one based on the time between events, 135 Michel electrons
were identified in the data. Potential deviations in energy scale and
energy resolution between data and simulations were assumed to
be linear functions of energy. These functions were fit with a max-
imum likelihood technique using data from 16N and pT sources as
further constraints. The results were used to refine the energy scale
and resolution estimates and to measure their uncertainties at the
analysis thresholds. An energy scale uncertainty of 0.96% and a
resolution uncertainty of 3.8%were estimated at the hep threshold
of 14.3 MeV. At the DSNB threshold of 21 MeV, an energy scale
uncertainty of 1.06% and a resolution uncertainty of 6.0% were
estimated. Correlations between these quantities were included in
the final analysis. Additional non-Gaussian tails to the resolution
function were also considered but were found to be insignificant.
Data and Monte Carlo distributions of TeA for 16N and pT cali-
bration events and for Michel electrons are shown in Figure 1.

Event vertex and direction reconstruction were unchanged
from the analysis in Ahmad et al. (2002a). The position resolu-
tion at 15 MeV is 12:0 ! 2:5 cm, and the angular resolution is
20N6 ! 0N4. These were measured using a combination of 16N
source data and simulation. The same fiducial volume, defined by
events reconstructed within a distance of 550 cm from the center
of the detector, was selected. The uncertainty on the expected
number of events within the fiducial volume due to vertex accu-
racy was 2.9%.

4. BACKGROUNDS

Three distinct classes of background are considered: 8B neu-
trino interactions, atmospheric neutrino interactions, and instru-

mental backgrounds. Figure 2 shows the simulated energy spec-
tra of the signals and backgrounds, normalized to their expected
rates.

Electrons from 8B neutrino interactions are the dominant (97%)
background for the hep analysis but are a negligible background
for DSNB. These events can reconstruct into the hep signal box
due to the finite energy resolution of the detector. The magnitude
of the 8B background depends on the details of the detector re-
sponse and is very sensitive to the energy scale and resolution at
threshold. In the CC interaction, by which SNO predominantly
detects the 8B and hep neutrinos, there is a strong correlation
between neutrino and electron energy. This, in addition to a cross
section that rises with the square of the energy rather than line-
arly, provides a clearer distinction between the two neutrino
spectra in the region of the 8B endpoint than is possible with the
ES interaction.

The 8B background also depends on the details of the shape of
the detected electron spectrum. The 8B neutrino spectrum from
Winter et al. (2003, 2006) was assumed along with its quoted
uncertainties. Neutrino oscillations were taken into account by
correcting and combining the electron spectra from CC and ES
interactions using the energy-dependent #e survival probability
from the joint solar neutrino and KamLAND (Kamioka Liquid
Scintillator Anti-Neutrino Detector; Araki et al. 2005) oscillation
analysis presented in Aharmim et al. (2005). Additional spectral

Fig. 1.—Effective electron kinetic energy spectra from data andMonte Carlo
for (a) events from the 16N source, (b) events from the pT source, and (c) Michel
electrons. The data are shown in the energy regions free of source-related
backgrounds.
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correlate in timewith neutrons, electrons, or !-rays. Consequently,
any candidate event that appeared within 250 ms of another with
TeA > 4 MeV and a reconstructed vertex inside the AV was re-
moved. In addition, two Kolmogorov-Smirnov (K-S) tests were
applied: one to test the azimuthal symmetry of the PMT hits about
the reconstructed event direction and the other to test the compat-
ibility of the angular distribution of PMT hits with that expected
from a single electron. In the signal boxes, the selections on PMT
hit isotropy and the prompt light fraction were further tightened
with respect to previous SNO analyses (Aharmim et al. 2005),
which was possible in this analysis due to the higher energies of
the candidate events. The combined event selection reduced the
expected number of atmospheric neutrino events in the hep signal
box by a factor of 29 and in the DSNB signal box by a factor
of 77. The signal acceptance of the combined event selection
is 96:6% ! 0:7% for hep and 94:0% ! 1:5% for DSNB events,
measured using calibration source data and simulation.

3. DETECTOR RESPONSE

To understand the signals and backgrounds in this analysis, it
is important to measure the energy response and uncertainties in
the signal boxes. The energy response can be parameterized by a
Gaussian of resolution "T ¼ #0:154þ 0:390T 1/2

e þ 0:0336Te,
where Te is the true kinetic energy of the electron. In SNO anal-
yses, Monte Carlo simulation is used to estimate the response of
the detector to different particles. The propagation of electrons,
positrons, and !-rays is carried out using EGS4 (Nelson et al.
1985). The uncertainties in the energy scale and resolution of
the SNO detector have typically been measured using 6.13 MeV
!-rays from a 16N source (Dragowsky et al. 2002). At the higher
energiesmore characteristic of this analysis,Michel electrons from
muon decays and a pT [3H( p, !)4He] source (Poon et al. 2000),
which produces 19.8 MeV !-rays, were used to complement the
16N measurements. Using simple event selection criteria, includ-
ing one based on the time between events, 135 Michel electrons
were identified in the data. Potential deviations in energy scale and
energy resolution between data and simulations were assumed to
be linear functions of energy. These functions were fit with a max-
imum likelihood technique using data from 16N and pT sources as
further constraints. The results were used to refine the energy scale
and resolution estimates and to measure their uncertainties at the
analysis thresholds. An energy scale uncertainty of 0.96% and a
resolution uncertainty of 3.8%were estimated at the hep threshold
of 14.3 MeV. At the DSNB threshold of 21 MeV, an energy scale
uncertainty of 1.06% and a resolution uncertainty of 6.0% were
estimated. Correlations between these quantities were included in
the final analysis. Additional non-Gaussian tails to the resolution
function were also considered but were found to be insignificant.
Data and Monte Carlo distributions of TeA for 16N and pT cali-
bration events and for Michel electrons are shown in Figure 1.

Event vertex and direction reconstruction were unchanged
from the analysis in Ahmad et al. (2002a). The position resolu-
tion at 15 MeV is 12:0 ! 2:5 cm, and the angular resolution is
20N6 ! 0N4. These were measured using a combination of 16N
source data and simulation. The same fiducial volume, defined by
events reconstructed within a distance of 550 cm from the center
of the detector, was selected. The uncertainty on the expected
number of events within the fiducial volume due to vertex accu-
racy was 2.9%.

4. BACKGROUNDS

Three distinct classes of background are considered: 8B neu-
trino interactions, atmospheric neutrino interactions, and instru-

mental backgrounds. Figure 2 shows the simulated energy spec-
tra of the signals and backgrounds, normalized to their expected
rates.

Electrons from 8B neutrino interactions are the dominant (97%)
background for the hep analysis but are a negligible background
for DSNB. These events can reconstruct into the hep signal box
due to the finite energy resolution of the detector. The magnitude
of the 8B background depends on the details of the detector re-
sponse and is very sensitive to the energy scale and resolution at
threshold. In the CC interaction, by which SNO predominantly
detects the 8B and hep neutrinos, there is a strong correlation
between neutrino and electron energy. This, in addition to a cross
section that rises with the square of the energy rather than line-
arly, provides a clearer distinction between the two neutrino
spectra in the region of the 8B endpoint than is possible with the
ES interaction.

The 8B background also depends on the details of the shape of
the detected electron spectrum. The 8B neutrino spectrum from
Winter et al. (2003, 2006) was assumed along with its quoted
uncertainties. Neutrino oscillations were taken into account by
correcting and combining the electron spectra from CC and ES
interactions using the energy-dependent #e survival probability
from the joint solar neutrino and KamLAND (Kamioka Liquid
Scintillator Anti-Neutrino Detector; Araki et al. 2005) oscillation
analysis presented in Aharmim et al. (2005). Additional spectral

Fig. 1.—Effective electron kinetic energy spectra from data andMonte Carlo
for (a) events from the 16N source, (b) events from the pT source, and (c) Michel
electrons. The data are shown in the energy regions free of source-related
backgrounds.
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correlate in timewith neutrons, electrons, or !-rays. Consequently,
any candidate event that appeared within 250 ms of another with
TeA > 4 MeV and a reconstructed vertex inside the AV was re-
moved. In addition, two Kolmogorov-Smirnov (K-S) tests were
applied: one to test the azimuthal symmetry of the PMT hits about
the reconstructed event direction and the other to test the compat-
ibility of the angular distribution of PMT hits with that expected
from a single electron. In the signal boxes, the selections on PMT
hit isotropy and the prompt light fraction were further tightened
with respect to previous SNO analyses (Aharmim et al. 2005),
which was possible in this analysis due to the higher energies of
the candidate events. The combined event selection reduced the
expected number of atmospheric neutrino events in the hep signal
box by a factor of 29 and in the DSNB signal box by a factor
of 77. The signal acceptance of the combined event selection
is 96:6% ! 0:7% for hep and 94:0% ! 1:5% for DSNB events,
measured using calibration source data and simulation.

3. DETECTOR RESPONSE

To understand the signals and backgrounds in this analysis, it
is important to measure the energy response and uncertainties in
the signal boxes. The energy response can be parameterized by a
Gaussian of resolution "T ¼ #0:154þ 0:390T 1/2

e þ 0:0336Te,
where Te is the true kinetic energy of the electron. In SNO anal-
yses, Monte Carlo simulation is used to estimate the response of
the detector to different particles. The propagation of electrons,
positrons, and !-rays is carried out using EGS4 (Nelson et al.
1985). The uncertainties in the energy scale and resolution of
the SNO detector have typically been measured using 6.13 MeV
!-rays from a 16N source (Dragowsky et al. 2002). At the higher
energiesmore characteristic of this analysis,Michel electrons from
muon decays and a pT [3H( p, !)4He] source (Poon et al. 2000),
which produces 19.8 MeV !-rays, were used to complement the
16N measurements. Using simple event selection criteria, includ-
ing one based on the time between events, 135 Michel electrons
were identified in the data. Potential deviations in energy scale and
energy resolution between data and simulations were assumed to
be linear functions of energy. These functions were fit with a max-
imum likelihood technique using data from 16N and pT sources as
further constraints. The results were used to refine the energy scale
and resolution estimates and to measure their uncertainties at the
analysis thresholds. An energy scale uncertainty of 0.96% and a
resolution uncertainty of 3.8%were estimated at the hep threshold
of 14.3 MeV. At the DSNB threshold of 21 MeV, an energy scale
uncertainty of 1.06% and a resolution uncertainty of 6.0% were
estimated. Correlations between these quantities were included in
the final analysis. Additional non-Gaussian tails to the resolution
function were also considered but were found to be insignificant.
Data and Monte Carlo distributions of TeA for 16N and pT cali-
bration events and for Michel electrons are shown in Figure 1.

Event vertex and direction reconstruction were unchanged
from the analysis in Ahmad et al. (2002a). The position resolu-
tion at 15 MeV is 12:0 ! 2:5 cm, and the angular resolution is
20N6 ! 0N4. These were measured using a combination of 16N
source data and simulation. The same fiducial volume, defined by
events reconstructed within a distance of 550 cm from the center
of the detector, was selected. The uncertainty on the expected
number of events within the fiducial volume due to vertex accu-
racy was 2.9%.

4. BACKGROUNDS

Three distinct classes of background are considered: 8B neu-
trino interactions, atmospheric neutrino interactions, and instru-

mental backgrounds. Figure 2 shows the simulated energy spec-
tra of the signals and backgrounds, normalized to their expected
rates.

Electrons from 8B neutrino interactions are the dominant (97%)
background for the hep analysis but are a negligible background
for DSNB. These events can reconstruct into the hep signal box
due to the finite energy resolution of the detector. The magnitude
of the 8B background depends on the details of the detector re-
sponse and is very sensitive to the energy scale and resolution at
threshold. In the CC interaction, by which SNO predominantly
detects the 8B and hep neutrinos, there is a strong correlation
between neutrino and electron energy. This, in addition to a cross
section that rises with the square of the energy rather than line-
arly, provides a clearer distinction between the two neutrino
spectra in the region of the 8B endpoint than is possible with the
ES interaction.

The 8B background also depends on the details of the shape of
the detected electron spectrum. The 8B neutrino spectrum from
Winter et al. (2003, 2006) was assumed along with its quoted
uncertainties. Neutrino oscillations were taken into account by
correcting and combining the electron spectra from CC and ES
interactions using the energy-dependent #e survival probability
from the joint solar neutrino and KamLAND (Kamioka Liquid
Scintillator Anti-Neutrino Detector; Araki et al. 2005) oscillation
analysis presented in Aharmim et al. (2005). Additional spectral

Fig. 1.—Effective electron kinetic energy spectra from data andMonte Carlo
for (a) events from the 16N source, (b) events from the pT source, and (c) Michel
electrons. The data are shown in the energy regions free of source-related
backgrounds.
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correlate in timewith neutrons, electrons, or !-rays. Consequently,
any candidate event that appeared within 250 ms of another with
TeA > 4 MeV and a reconstructed vertex inside the AV was re-
moved. In addition, two Kolmogorov-Smirnov (K-S) tests were
applied: one to test the azimuthal symmetry of the PMT hits about
the reconstructed event direction and the other to test the compat-
ibility of the angular distribution of PMT hits with that expected
from a single electron. In the signal boxes, the selections on PMT
hit isotropy and the prompt light fraction were further tightened
with respect to previous SNO analyses (Aharmim et al. 2005),
which was possible in this analysis due to the higher energies of
the candidate events. The combined event selection reduced the
expected number of atmospheric neutrino events in the hep signal
box by a factor of 29 and in the DSNB signal box by a factor
of 77. The signal acceptance of the combined event selection
is 96:6% ! 0:7% for hep and 94:0% ! 1:5% for DSNB events,
measured using calibration source data and simulation.

3. DETECTOR RESPONSE

To understand the signals and backgrounds in this analysis, it
is important to measure the energy response and uncertainties in
the signal boxes. The energy response can be parameterized by a
Gaussian of resolution "T ¼ #0:154þ 0:390T 1/2

e þ 0:0336Te,
where Te is the true kinetic energy of the electron. In SNO anal-
yses, Monte Carlo simulation is used to estimate the response of
the detector to different particles. The propagation of electrons,
positrons, and !-rays is carried out using EGS4 (Nelson et al.
1985). The uncertainties in the energy scale and resolution of
the SNO detector have typically been measured using 6.13 MeV
!-rays from a 16N source (Dragowsky et al. 2002). At the higher
energiesmore characteristic of this analysis,Michel electrons from
muon decays and a pT [3H( p, !)4He] source (Poon et al. 2000),
which produces 19.8 MeV !-rays, were used to complement the
16N measurements. Using simple event selection criteria, includ-
ing one based on the time between events, 135 Michel electrons
were identified in the data. Potential deviations in energy scale and
energy resolution between data and simulations were assumed to
be linear functions of energy. These functions were fit with a max-
imum likelihood technique using data from 16N and pT sources as
further constraints. The results were used to refine the energy scale
and resolution estimates and to measure their uncertainties at the
analysis thresholds. An energy scale uncertainty of 0.96% and a
resolution uncertainty of 3.8%were estimated at the hep threshold
of 14.3 MeV. At the DSNB threshold of 21 MeV, an energy scale
uncertainty of 1.06% and a resolution uncertainty of 6.0% were
estimated. Correlations between these quantities were included in
the final analysis. Additional non-Gaussian tails to the resolution
function were also considered but were found to be insignificant.
Data and Monte Carlo distributions of TeA for 16N and pT cali-
bration events and for Michel electrons are shown in Figure 1.

Event vertex and direction reconstruction were unchanged
from the analysis in Ahmad et al. (2002a). The position resolu-
tion at 15 MeV is 12:0 ! 2:5 cm, and the angular resolution is
20N6 ! 0N4. These were measured using a combination of 16N
source data and simulation. The same fiducial volume, defined by
events reconstructed within a distance of 550 cm from the center
of the detector, was selected. The uncertainty on the expected
number of events within the fiducial volume due to vertex accu-
racy was 2.9%.

4. BACKGROUNDS

Three distinct classes of background are considered: 8B neu-
trino interactions, atmospheric neutrino interactions, and instru-

mental backgrounds. Figure 2 shows the simulated energy spec-
tra of the signals and backgrounds, normalized to their expected
rates.

Electrons from 8B neutrino interactions are the dominant (97%)
background for the hep analysis but are a negligible background
for DSNB. These events can reconstruct into the hep signal box
due to the finite energy resolution of the detector. The magnitude
of the 8B background depends on the details of the detector re-
sponse and is very sensitive to the energy scale and resolution at
threshold. In the CC interaction, by which SNO predominantly
detects the 8B and hep neutrinos, there is a strong correlation
between neutrino and electron energy. This, in addition to a cross
section that rises with the square of the energy rather than line-
arly, provides a clearer distinction between the two neutrino
spectra in the region of the 8B endpoint than is possible with the
ES interaction.

The 8B background also depends on the details of the shape of
the detected electron spectrum. The 8B neutrino spectrum from
Winter et al. (2003, 2006) was assumed along with its quoted
uncertainties. Neutrino oscillations were taken into account by
correcting and combining the electron spectra from CC and ES
interactions using the energy-dependent #e survival probability
from the joint solar neutrino and KamLAND (Kamioka Liquid
Scintillator Anti-Neutrino Detector; Araki et al. 2005) oscillation
analysis presented in Aharmim et al. (2005). Additional spectral

Fig. 1.—Effective electron kinetic energy spectra from data andMonte Carlo
for (a) events from the 16N source, (b) events from the pT source, and (c) Michel
electrons. The data are shown in the energy regions free of source-related
backgrounds.
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by the authors. For this subdominant background, which
represents ∼2% (∼4%) of the overall atmospheric neutrino
background in the hep (DSNB) energy region of interest,
only νe and ν̄e are simulated, and the fluxes at the solar
minimum (when the background is largest) are used. This
simulation is performed directly in SNOMAN. We note that
the low- and high-energy atmospheric neutrino fluxes are
the same as those used in the 2006 SNO hep and DSNB
search analysis [16].

C. Signals and backgrounds

For the hep solar neutrino signal, we use the spectrum
computed by Bahcall and Ulrich [29,30] and use the BSB05
(GS98) flux of 7.93ð1" 0.155Þ × 103 cm−2 s−1 [7,8] as a
benchmark. The primary background for the hep search is
due to electrons from 8B solar neutrino interactions, at a
level that depends on the shape of the spectrum near the end
point. The spectral shape from Winter et al. [31] is used,
and oscillations are applied according to a three-neutrino
oscillation model using best-fit parameters [32]. The 8B
solar neutrino flux is based on a three-phase analysis of
SNO 8B solar neutrino data, identical to that presented in
Ref. [5] except that an upper energy threshold at 10 MeV
was applied to eliminate any contamination from a pos-
sible hep signal. The extracted 8B flux is Φ8B ¼ ð5.26"
0.16ðstatÞþ0.11

−0.13ðsystÞÞ × 106 cm−2 s−1, consistent with the
published value.
The DSNB signal is modeled as an isotropic νe source

using a benchmark energy spectrum and total flux. We use
the model of Beacom and Strigari [15] with T ¼ 6 MeV,
which predicts a total flux ofΦDSNB

νe ¼ 0.66 cm−2 s−1 in the
energy range 22.9 < Eν < 36.9 MeV.
Backgrounds due to isotropic light emission from the

acrylic vessel [19] have also been studied using a dedicated
event selection and Monte Carlo. The background con-
tamination depends on the choice of fiducial volume, and is
constrained to the negligible level of <0.01 events within
our energy regions of interest for the chosen cut of 550 cm.
Atmospheric neutrinos and associated 12C& backgrounds
are modeled as described in III B. According to the GENIE

simulation, the dominant source of atmospheric back-
ground is from decay at rest of muons below or near the
Cherenkov threshold. These are predominantly produced
directly in νμ and ν̄μ CC interactions, with a small
contribution from decays of subthreshold CC- and NC-
produced π" → μ" → e". Decays of subthreshold muons
account for the majority of the background for the DSNB
search, while the atmospheric backgrounds for the hep
search are subdominant and result from a mix of sub-
threshold muon decays, 15.1-MeV γ rays, and other NC
interactions. The direct production of untagged low-energy
electrons in νe CC interactions accounts for a small portion
of the background, ≲10% in each case.

D. Counting analysis

Within each energy region of interest (ROI) for the
single-bin counting analysis, 1D cuts on high level features
are simultaneously tuned to optimize the search sensitivity
in Monte Carlo, with further adjustments to minimize the
impact of the systematic uncertainties on the shapes of the
observable distributions. The hep energy ROI of 14.3 <
Teff < 20 MeV and DSNB ROI of 20 < Teff < 40 MeV
are chosen to optimize signal-to-background ratio while
maximizing signal acceptance, following the procedure
described in Ref. [16]. The signal efficiency of the high-
level cuts is validated using calibration datasets as shown in
Fig. 2. Within the hep ROI, the high level and burst cuts
together reduce the atmospheric neutrino backgrounds by
97%, with a signal efficiency of ∼99%.
For the purposes of this cut-based analysis, confidence

intervals are constructed using a Bayesian framework in
which we construct intervals from a Poisson likelihood
function marginalized over the expected background dis-
tribution. This function is defined as

− logLðμ; bjn; b̂; σbÞ
¼ μþ bþ logΓðnþ 1Þ − n × logðμþ bÞ

þ 1

2

ðb − b̂Þ2

σ2b
; ð1Þ

where μ is the true signal mean, b the true background rate,
n the observed number of events, b̂ the mean background

FIG. 2. Efficiency of the high-level event selection cuts for
phase I, compared between calibration sample data (points) and
Monte Carlo (shaded boxes). The calibration samples include
deployed 8Li [21] and pT [33] sources and Michel electrons from
muons that stop and decay inside the detector.
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correlate in timewith neutrons, electrons, or !-rays. Consequently,
any candidate event that appeared within 250 ms of another with
TeA > 4 MeV and a reconstructed vertex inside the AV was re-
moved. In addition, two Kolmogorov-Smirnov (K-S) tests were
applied: one to test the azimuthal symmetry of the PMT hits about
the reconstructed event direction and the other to test the compat-
ibility of the angular distribution of PMT hits with that expected
from a single electron. In the signal boxes, the selections on PMT
hit isotropy and the prompt light fraction were further tightened
with respect to previous SNO analyses (Aharmim et al. 2005),
which was possible in this analysis due to the higher energies of
the candidate events. The combined event selection reduced the
expected number of atmospheric neutrino events in the hep signal
box by a factor of 29 and in the DSNB signal box by a factor
of 77. The signal acceptance of the combined event selection
is 96:6% ! 0:7% for hep and 94:0% ! 1:5% for DSNB events,
measured using calibration source data and simulation.

3. DETECTOR RESPONSE

To understand the signals and backgrounds in this analysis, it
is important to measure the energy response and uncertainties in
the signal boxes. The energy response can be parameterized by a
Gaussian of resolution "T ¼ #0:154þ 0:390T 1/2

e þ 0:0336Te,
where Te is the true kinetic energy of the electron. In SNO anal-
yses, Monte Carlo simulation is used to estimate the response of
the detector to different particles. The propagation of electrons,
positrons, and !-rays is carried out using EGS4 (Nelson et al.
1985). The uncertainties in the energy scale and resolution of
the SNO detector have typically been measured using 6.13 MeV
!-rays from a 16N source (Dragowsky et al. 2002). At the higher
energiesmore characteristic of this analysis,Michel electrons from
muon decays and a pT [3H( p, !)4He] source (Poon et al. 2000),
which produces 19.8 MeV !-rays, were used to complement the
16N measurements. Using simple event selection criteria, includ-
ing one based on the time between events, 135 Michel electrons
were identified in the data. Potential deviations in energy scale and
energy resolution between data and simulations were assumed to
be linear functions of energy. These functions were fit with a max-
imum likelihood technique using data from 16N and pT sources as
further constraints. The results were used to refine the energy scale
and resolution estimates and to measure their uncertainties at the
analysis thresholds. An energy scale uncertainty of 0.96% and a
resolution uncertainty of 3.8%were estimated at the hep threshold
of 14.3 MeV. At the DSNB threshold of 21 MeV, an energy scale
uncertainty of 1.06% and a resolution uncertainty of 6.0% were
estimated. Correlations between these quantities were included in
the final analysis. Additional non-Gaussian tails to the resolution
function were also considered but were found to be insignificant.
Data and Monte Carlo distributions of TeA for 16N and pT cali-
bration events and for Michel electrons are shown in Figure 1.

Event vertex and direction reconstruction were unchanged
from the analysis in Ahmad et al. (2002a). The position resolu-
tion at 15 MeV is 12:0 ! 2:5 cm, and the angular resolution is
20N6 ! 0N4. These were measured using a combination of 16N
source data and simulation. The same fiducial volume, defined by
events reconstructed within a distance of 550 cm from the center
of the detector, was selected. The uncertainty on the expected
number of events within the fiducial volume due to vertex accu-
racy was 2.9%.

4. BACKGROUNDS

Three distinct classes of background are considered: 8B neu-
trino interactions, atmospheric neutrino interactions, and instru-

mental backgrounds. Figure 2 shows the simulated energy spec-
tra of the signals and backgrounds, normalized to their expected
rates.

Electrons from 8B neutrino interactions are the dominant (97%)
background for the hep analysis but are a negligible background
for DSNB. These events can reconstruct into the hep signal box
due to the finite energy resolution of the detector. The magnitude
of the 8B background depends on the details of the detector re-
sponse and is very sensitive to the energy scale and resolution at
threshold. In the CC interaction, by which SNO predominantly
detects the 8B and hep neutrinos, there is a strong correlation
between neutrino and electron energy. This, in addition to a cross
section that rises with the square of the energy rather than line-
arly, provides a clearer distinction between the two neutrino
spectra in the region of the 8B endpoint than is possible with the
ES interaction.

The 8B background also depends on the details of the shape of
the detected electron spectrum. The 8B neutrino spectrum from
Winter et al. (2003, 2006) was assumed along with its quoted
uncertainties. Neutrino oscillations were taken into account by
correcting and combining the electron spectra from CC and ES
interactions using the energy-dependent #e survival probability
from the joint solar neutrino and KamLAND (Kamioka Liquid
Scintillator Anti-Neutrino Detector; Araki et al. 2005) oscillation
analysis presented in Aharmim et al. (2005). Additional spectral

Fig. 1.—Effective electron kinetic energy spectra from data andMonte Carlo
for (a) events from the 16N source, (b) events from the pT source, and (c) Michel
electrons. The data are shown in the energy regions free of source-related
backgrounds.
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hep & DSNB Neutrinos 
Signals & Backgrounds

PRD 102, 062006 (2020)

2. Atmospheric Neutrinos

• GENIE1 (v2) used to model neutrino interactions 
and model systematic 

• Validated with a dedicated fully-contained 
atmospheric neutrino sample 

• Agreement within systematics for rate, spectrum, 
multiplicity of neutron and muon followers 

• Published characteristics of 13 atmospheric 
neutrino candidates in the 35–100 MeV range

Phase I (D2O)

neutrons

Michel electrons

1NIM A 614, 87 (2010)
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hep & DSNB Neutrinos 
Analysis & Results

upper limit of 29 times the model prediction, corresponding
to DSNB νe flux of ΦDSNB

νe < 19 cm−2 s−1 (90% CI) in
the energy range 22.9 < Eν < 36.9 MeV. The dominant
source of systematic uncertainty in the DSNB ROI is the
10% normalization uncertainty for the flux of atmospheric
neutrinos with Eν > 100 MeV.

B. Likelihood analysis

For the hep search, we additionally performed a like-
lihood fit as described in Sec. III E. One-dimensional
projections of the best fit in the observable dimensions
Teff , β14, and cos θsun are shown in Fig. 5. We note that the
shape of the cos θsun is determined by the νe ES and CC
cross sections; in the former the outgoing electron direction
is strongly correlated with the incoming neutrino direction,
while in the latter it is moderately anticorrelated. The
quality of the fit was evaluated using a χ2 test based on an
effective test statistic distribution derived using a toy
Monte Carlo, yielding a p value of 16.0% considering
statistical errors only.
Bayesian credible intervals are obtained as within the

counting analysis, by marginalizing over all other param-
eters. The 1σ and 90% credible intervals are shown in

Fig. 4. We note that the intervals and best-fit value obtained
with this Bayesian approach are consistent with quantities
obtained by directly analyzing the likelihood space
sampled by the MCMC.
In agreement with the counting analysis up to differences

introduced by the statistical treatments, this result is
compatible with the BSB05(GS98) model prediction and
is consistent with zero hep flux. The fit yields a 68.3%
HPDR credible interval for the hep flux parameter corre-
sponding to Φhep ¼ ð5.1 − 23Þ × 103 cm−2 s−1; as in the
counting-based analysis, we define a one-sided upper limit:

Φhep < 30 × 103 cm−2 s−1 ð90%CIÞ:

FIG. 3. Reconstructed energy spectra for each phase.

TABLE V. Summary of expected and observed events for each
ROI and phase in the counting analysis.

Expected Expected Events
signal background observed

Phase I hep 0.84$ 0.08 3.14$ 0.63 3
Phase II hep 1.28$ 0.06 5.37$ 0.65 6
Phase III hep 0.98$ 0.05 5.38$ 0.52 13
Total hep 3.09$ 0.12 13.89$ 1.09 22

Phase I DSNB 0.02$ 0.00 0.62$ 0.10 0
Phase II DSNB 0.03$ 0.00 0.91$ 0.15 0
Phase III DSNB 0.02$ 0.00 1.06$ 0.17 0
Total DSNB 0.08$ 0.00 2.58$ 0.26 0

FIG. 4. The posterior distribution for the hep flux, marginalized
over all other fit parameters, with the 90% and 1σ credible
intervals. The BSB05(GS98) standard solar model prediction
[7,8] is also shown for comparison.
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V. CONCLUSIONS

Data from the full SNO dataset, representing an exposure
of 2.47 kilotonne years with a D2O target, has been
analyzed to search for neutrinos from the hep reaction in
the Sun’s pp chain and νe from the diffuse supernova
neutrino background. In addition to increasing the exposure
by a factor of 3.8 relative to the previous SNO search for
these signals [16], a new spectral fit has been employed to
improve the sensitivity to the hep flux.

We have performed the most sensitive search to date for
the hep solar neutrino flux, the final unobserved branch
of the pp fusion chain. This measurement is compatible
with the BSB05(GS98) model prediction of ð7.93"
1.23Þ × 103 cm−2 s−1, while remaining consistent with zero
hep flux, and we extract a one-sided upper limit of Φhep <
30 × 103 cm−2 s−1 90%CI. In a search at energies above
the solar neutrino end points, we observe no evidence for
the DSNB νe flux, and set an upper limit on this flux; our

FIG. 5. Distributions of events in the full dataset compared to the best fit in the joint three-phase likelihood analysis, with projections
shown for each phase and fit observable. Distributions are shown over the full energy range of the fit, 10–20 MeV. The model and
systematic uncertainties are discussed in Secs. III E and III F, respectively, with the extraction of the hep flux described in Sec. IV B.
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source of systematic uncertainty in the DSNB ROI is the
10% normalization uncertainty for the flux of atmospheric
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shape of the cos θsun is determined by the νe ES and CC
cross sections; in the former the outgoing electron direction
is strongly correlated with the incoming neutrino direction,
while in the latter it is moderately anticorrelated. The
quality of the fit was evaluated using a χ2 test based on an
effective test statistic distribution derived using a toy
Monte Carlo, yielding a p value of 16.0% considering
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Bayesian credible intervals are obtained as within the

counting analysis, by marginalizing over all other param-
eters. The 1σ and 90% credible intervals are shown in

Fig. 4. We note that the intervals and best-fit value obtained
with this Bayesian approach are consistent with quantities
obtained by directly analyzing the likelihood space
sampled by the MCMC.
In agreement with the counting analysis up to differences
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is consistent with zero hep flux. The fit yields a 68.3%
HPDR credible interval for the hep flux parameter corre-
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FIG. 4. The posterior distribution for the hep flux, marginalized
over all other fit parameters, with the 90% and 1σ credible
intervals. The BSB05(GS98) standard solar model prediction
[7,8] is also shown for comparison.
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Box analysis for hep and DSNB, and 
additional likelihood fit for hep only

upper limit of 29 times the model prediction, corresponding
to DSNB νe flux of ΦDSNB

νe < 19 cm−2 s−1 (90% CI) in
the energy range 22.9 < Eν < 36.9 MeV. The dominant
source of systematic uncertainty in the DSNB ROI is the
10% normalization uncertainty for the flux of atmospheric
neutrinos with Eν > 100 MeV.

B. Likelihood analysis

For the hep search, we additionally performed a like-
lihood fit as described in Sec. III E. One-dimensional
projections of the best fit in the observable dimensions
Teff , β14, and cos θsun are shown in Fig. 5. We note that the
shape of the cos θsun is determined by the νe ES and CC
cross sections; in the former the outgoing electron direction
is strongly correlated with the incoming neutrino direction,
while in the latter it is moderately anticorrelated. The
quality of the fit was evaluated using a χ2 test based on an
effective test statistic distribution derived using a toy
Monte Carlo, yielding a p value of 16.0% considering
statistical errors only.
Bayesian credible intervals are obtained as within the
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[7,8] is also shown for comparison.
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p ∼ 8%

Bayesian one-sided 90% CI: 
Φhep < 40 × 103 cm-2 s-1 

ΦDSNB* < 19 cm-2 s-1 (22.9 < Eν < 36.9 MeV) 
(*sensitivity ∼ 30 cm-2 s-1)

Bayesian 90% CI: 
Φhep < 30 × 103 cm-2 s-1

Consistent with SSM 
and zero hep flux

PRD 102, 062006 (2020)

BSB05(GS98) SSM1,2: 
Φhep = 7.93(1±0.155) × 103 cm-2 s-1

1Ap.J.Suppl.Ser. 165, 400 (2006), 2Nucl.Phys.B 168, 115 (2007)



12

Conclusions 
Summary and Outlook

PRD 98, 112013 (2018) 
Tests of Lorentz invariance at the 
Sudbury Neutrino Observatory

PRD 99, 032013 (2019) 
Constraints on Neutrino Lifetime from 
the Sudbury Neutrino Observatory

PRD 99, 112007 (2019) 
Measurement of Neutron Production in 
Atmospheric Neutrino Interactions at 
the Sudbury Neutrino Observatory

PRD 100, 112005 (2019) 
Cosmogenic Neutron Production at the 
Sudbury Neutrino Observatory

PRD 102, 062006 (2020) 
Search for hep solar neutrinos and the 
diffuse supernova neutrino background 
using all three phases of the Sudbury 
Neutrino Observatory

• Several recent results from SNO, 
spanning from fundamental symmetries 
to solar neutrinos 

• Improved limits on Lorentz violation, 
neutrino lifetime, and DSNB νe flux 

• New measurements of neutron 
production and hep solar neutrinos using 
SNO's unique large D2O dataset 

• Stay tuned for more to come!


