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CYGNO system overview

The need of Trigger Decisions based 
on tracking images might make it 
necessary to use GPU processing

This presentation serves to kick-start 
the search for a GPU-based solution

It is important to start it now as the 
selection of the readout hardware 
might be influenced by it

PROPOSAL PRESENTED FOR THE MAECI-CONFAP CALL
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- The detector is composed of 18 readout regions, each 
equipped with 1 sCMOS sensor and 4 Photomultipliers.

→ TOTAL: 18 sCMOS sensors and 72 Photomultipliers.



Why parallel computing on a GPU?

• Optimized for data parallel operations
• Particularly matrix calculations

• Very fast compared with procedural computing



Frame grabbers support
• To increase speed, some framegrabbers have PCI access to 

the GPU internal memory

•  Technologies:
• DirectGMA (AMD)

• FireBird frame grabber are compatible with GPUDirect

• GPUDirect (NVIDIA)
• FireBird and Phoenix frame grabbers are compatible with GPUDirect

EXAMPLE

https://www.activesilicon.com/products/frame-grabbers/


GPU hardware
Possibilities should be investigated...but

• We could buy GPU cards to assembly custom 
computers using cards like those on the bottom

• Or buy GPU servers with PCIe slots like this one on 
the right (just an example)

Cameras

Photomultipliers
(or via USB)

RAM memory



Code development

• CUDA
• C, C++, Fortran
• Can be used with python with Pycuda (3rd party)

• OPENCL
• C, C++
• Can be used with python with Pyopencl (3rd party)



Code development
• Although you could use python for analysis, calculation modules 

could still be written in C/C++

• Python hill hinder the speed of analysis 



Portability
• Python code used nowadays could potentially be parallelized with 

GPU acceleration

• A port to a faster language should be discussed



Accessibility

• NVIDIA
• Well documented
• Most cards have CUDA support
• Drivers are proprietary

• AMD
• Poorly documented
• Most cards have OPENCL
• Only FirePro cards have DIRECTGMA
• Open source drivers



Simple example:
Simple kernel that adds two values, 2^20 numbers



The setup:
First with a single thread and memory block:

￼



The setup:
Then one memory block with 256 threads:



The setup:
Then ~4 thousand blocks with 256 threads:



Conclusions
• We are starting to study the possibilities and potential of using GPU 

in the trigger processing part

• A decision on the use of DirectGMA (AMD)/GPUDirect (NVIDIA) 
must be made, as it influences the choice of the readout electronics 
and computing hardware

• The code environment (C++,Python,etc) and GPU hardware 
should also be chosen but it is not strongly related to the readout 
electronics.  

• Is there any initial orientations/requirements related to the subject 
to serve as a guide for making those decisions?


