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Motivation



Parton distribution functions (PDFs)

• PDFs are required to provide theoretical predictions
• Hadron collisions are factored into a ’hard part’ σ̂ and a
normalization provided by the PDFs

• We cannot calculate PDFs

experiment︷︸︸︷
σX =

∑
a,b

∫
dx1dx2

PDFs︷ ︸︸ ︷
fa/hA (x1) fb/hB (x2)

theory︷ ︸︸ ︷
σ̂ab→X
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Methodology



The NNPDF collaboration

• NNPDF provides PDF determination using Neural Networks
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The NNPDF methodology

• Using a Neural Network reduces bias from the functional form
• fi = Aixαi(1− x)βiNNi(x, log x)

• Monte Carlo set of PDFs
• Minimization using gradient descent
• Stopping based on training/validation data
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Removing bias



Bias

The methodology is still not completely free of bias
fi = Aixαi(1− x)βiNNi(x, log x)

If preprocessing is removed, we observe saturation at small-x:
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Feature Scaling

Solution:

1. Scale the input xgrid such that it is homogeneously distributed
2. Select one in n points
3. Provide a monotonically increasing interpolation

Result: fi = Ai (NNi(x′)− NNi(1))
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Outlook: the extrapolation region

• Now we no longer have any prediction for the extrapolation
region

• Use Gaussian Process Regression to fit observables + uncertainty
• Generate observables in the extrapolation region
• Include this Gaussian pseudodata in the NNPDF fit
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Thank you!
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