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MOTIVATION

Machine learning in high-energy physics




® Many analyses and experiment software
now aim to benefit from using machine
learning approaches; often necessary in
order to achieve competitive performance

® MLis now an integral part of HEP, and
well recognised as such:

e Establishment of dedicated forums &
groups (IML, ATLAS & CMS ML groups)

° Identified in 2020 update of the European

Strategy for Particle Physics as essential
R&D

¢ But! Hardware and timing for model

training can be a limitation for
analysis-level researchers

MACHINE LEARNING IN HEP

Empean!‘,,.,‘eg» 2020 Strategy Statements

4. Other essential scientific activities for particle physics

Compuflng and software infrastructure
There is a need for strong community-wide coordination for computing and software R&D activities, and for the
development of common coordinating structures that will promote coherence in these activities, long-term planning
and effective means of exploiting synergies with other disciplines and industry

+ Asignificant role for artificial intelligence is emerging in detector design, detector operation, online data processing
and data analysis

+ Computing and software are profound R&D topics in their own right and are essential to sustain and enhance particle
physics research capabilities

* More experts need to be trained to address the essential needs, especially with the increased data volume and
complexity in the upcoming HL-LHC era, and will also help in experiments in adjacent fields.

d) Large-scale data-intensive software and computing infrastructures are an essential ingredient to particle physics research
programmes. The community faces major challenges in this area, notably with a view to the HL-LHC. As a result, the
software and computing models used in particle physics research must evolve to meet the future needs of the field.

The community must vigorously pursue common, coordinated R&D efforts in collaboration with other fields of science and
industry to develop software and computing infrastructures that exploit recent advances in information technology and data
science. Further development of internal policies on open data and data preservation should be encouraged, and

an adequate level of resources invested in their implementation.

19/06/2020 CERN Council Open Sessio 24



https://iml.web.cern.ch/
https://indico.cern.ch/event/924500/#sc-23-1-presentation-of-the-dr
https://indico.cern.ch/event/924500/#sc-23-1-presentation-of-the-dr

MODERN DEEP-LEARNING TECHNIQUES

®  Strong, 2020 studied the impact of new

DNNs techniques on performance and
timing using benchmark HEP dataset

. —_———
(HiggsML) Our solution | 1%t place  2°¢ place 34 place
®  HEP-specific data augmentation Method 10 DNNs 70 DNNs Many BDTs 108 DNNs
: : Train-time (GPU) | 8 min 12h N/A N/A
e | cycle learning-rate schedulin
~oe & 8 Train-time (CPU) | 14min 35h 481 3h

®  New architecture, activation function, etc.  Test-time (GPU) | 15s 1h N/A N/A
o Full details i Test-time (CPU) | 3 min 777 777 20 min

ull details in paper Score 3.806 £ 0.005 | 3.80581  3.78913 3.78682

®  Solution matched top performance, but
trained in 14 minutes on a laptop CPU

86% effective speedup over |**-place GPU
(accounting for hardware improvements) 5


https://iopscience.iop.org/article/10.1088/2632-2153/ab983a
https://www.kaggle.com/c/higgs-boson
https://arxiv.org/abs/1803.09820

LUMIN

Lumin Unifies Many Improvements for Networks




LUMIN

¥ master v+ |} 3branches © 11tags Go tofile Add file ~ About @

® LUMIN is a PyTorch wrapper library that e —

. . . @ GilesStrong Changes and Readme update c5ba324 14 daysago D) 472 commits science ecosystem for high-energy
d I f h physics.
PrOVI es Im p ementa‘tlons or t ese B .vscode more vector ops. 9 months ago
deep-learning  machine-learning
methods  decs running tests BSUMOND e scence  sttites  hep
B8 examples Merge pull request #85 from GilesStrong/quick fixes 19 days ago pytorch
[ AI . I d h f‘ I h d & B lumin Merge branch ‘master of github.com:GilesStrong/lumin 14 days ago M Readme
SO Includes other useful methods - ,
O .gitignore Adding matrix example 6 months ago # Apache-2.0 License
classes for working with HEP data and D
. [ CHANGES.md Changes and Readme update 14 days ago Releases ‘71
columnar data in general, and more pe— Mmohsa00 v Thecracent s, (D)
[ LICENSE Updating licence 5 months ago onzren
° E d dds RNNs, CNN
’g' recent u P ate a S S, S, O MANIFEST.in Include missing files for sdist 2 months ago b
[ README.md Changes and Readme update 14 days ago
and a few graph-nets Packages
O abbrmd Docs for mat heads 7 months ago
No packages published
[ Li n ks . O build.md Move to new version 5 months ago Publish your first package
¢ [ requirements.txt running tests last month
° [ setup.cfg Install stuff 2 years ago Contributors 3
Docs .
— O setuppy Fixes 19 days ago & oilesstrong Gilesstrong
i £ iryteo kiryteo
® G |th u b README.md Va

t‘ thatch thatch

pypi W05 | python 3.6 | 3.7 | license |Apache Software License 2.0

° DOI 10.5281/zenodo.3664978

Colab examples

LUMIN: Lumin Unifies Many Improvements for Networks Languages

® Python 100.0%

Issues - contributions welcome!


https://lumin.readthedocs.io/en/stable/
https://github.com/GilesStrong/lumin
https://github.com/GilesStrong/lumin#examples
https://github.com/GilesStrong/lumin/issues?q=is%3Aissue+is%3Aopen+sort%3Acreated-asc

USAGE

® LUMIN can be used to train neural networks for supervised classification
and regression tasks using:

® Columnar data (features in columns - events in rows)

® And/or matrix data with arbitrary dimensions (i.e. |D of 4-vectors, 2D & 3D grids
of data, et cetera)

® Data must be coerced into a specific format: HDF5 with an expected
layout
® Methods provided to help with this

® Trained models can be exported to ONNX and TensorFlow

Can run in CMSSWV via Tensorflow interface, see e.g cms_hh_tf inference



https://github.com/riga/CMSSW-DNN
https://github.com/GilesStrong/cms_hh_tf_inference

A FEWV DISTINGUISHING
CHARACTERISTICS

Ensembling - Training and applying with 10 models should be as easy as
with | model

® User defines how models should be built and training function creates and trains

models

® A opposed to the user building and training single models

Modularity - Classes, methods, and workflow should be flexible and
adaptable without heavy hacking

® Expected workflow provided, but user free to cherry-pick specific aspects of the
framework

User can inherit from existing classes to adjust to their own needs



A FEWV DISTINGUISHING
CHARACTERISTICS

Automatic feature selection - Large menus of potential inputs can be
filtered safely to only most useful set

Modern techniques - Users should be able to easily apply the latest, useful,
techniques

Weight handling - All data-handling should expect sample weights

Interpretation - Users should know what their models learnt and used
during training



PROJECT EXAMPLES

Past and current usage of LUMIN (or its core techniques)
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DI-HIGGS @ HL-LHC

M.Bengala, M.Gallinaro, R.Santo, & G.Strong, 2018-19

[ ] H L_LH C proiection studies for hh_)bbl'r 1+ CMS Phase — 2 Simulation Preliminary 3000 b1 (14TeV)

® Completed prior to LUMIN, but used
similar techniques as the Higgs ML study

signal|background

®  Usage of advanced methods showed 30%
improvement in sensitivity ’ ’ ‘ Glass preciton

12

CMS AN-2018/205, CMS PAS FTR-18-019, CERN-LPCC-2018-04



http://cms.cern.ch/iCMS/jsp/openfile.jsp?tp=draft&files=AN2018_205_v6.pdf
https://cds.cern.ch/record/2652549
https://cds.cern.ch/record/2650162?ln=en

lE!Ziil nielsen

PREDICTIVE ANALYTICS

L.Cazon, R.Conceicao, A.Kocak, R.Lima, F.Riehn, C.Silva, & G.Strong, 2019
Industry partnership between LIP and Nielsen (global data-measurement

company)

Aim was to develop a predictive model to help proactively retain
employees
LUMIN used to:

¢ Automatically select relevant features from menu of several hundred

® Highlight differences between datasets

®  Tune hyperparameters of model

Unfortunately, most details are behind a NDA... N



EXAMPLE: TOP-TAGGING
FROM JET CONSTITUENTS

® HEP benchmark dataset for top tagging

— Train 0.002

¢ Data format: flat, 200 4-vectors, 1.2M jets

Best = 2.257E-01

06

¢®  LUMIN example #9 demonstrates:

° Recursive networks i

—-0.006 —— Train -4.45E-03
Validation 6 60E-04

¢ Convolutional networks (inc. ResNet,

§ u » 13 14 15
ResNeXT blocks) ~os Lppg | — Validation 128
c
®  Graph nets: Interaction net [1,2], Lorentz gree
. . ~ 1175
Boost Networks (LBN only in bleeding @ £ us
edge version) S s
©
> 1100
®  Only uses ~8% of total data and only 15 -
. . 0 20 40 60 80 100 120 140 1 12 13 14 15
hardest constituents (to reduce runtime): sub-Epoch Epoch
. . I crupied
¢ BUt) aChIeves ROC AUC Of 0~965 n Early stopping after 135 sub-epochs
Scores are: {'loss': ©.22565512359142303, 'AUC': 0.9652515977610224, 'Acc': ©.9098} 14

under | minute (c.f. SOTA 0.984) Fold took 43.494s


https://docs.google.com/document/d/1Hcuc6LBxZNX16zjEGeq16DAzspkDC4nDTyjMp1bWHRo/edit
https://github.com/GilesStrong/lumin#examples
https://arxiv.org/abs/1612.00222
https://arxiv.org/abs/1908.05318
https://arxiv.org/abs/1812.09722
https://arxiv.org/abs/1812.09722
https://indico.cern.ch/event/745718/contributions/3202526/

SCREENSHOTS




HYPER-PARAMETER OPTIMISATION: RANDOM
FOREST

0.926
- Best

Scores
0.924

0.922 A

0.920 A

0.918 A

0.916 -

Better score schieved: min_samples leaf @ 2 = 0.9198
Better score schieved: min_samples leaf @ 4 = 0.9227
Better score schieved: max features @ 0.3 = 0.9244
Better score schieved: max features @ 0.5 = 0.9257



FEATURE SELECTION: CLUSTERING & REMOVAL OF
CORRELATED FEATURES
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Distance (1 - |[Spearman's Rank Correlation Coefficient])

0.2 0.0

hl_dR_hbb_htt
hI_dR_hbb_httvis
hl_dphi_hbb_httvis
hi_twist_hbb_httvis
hl_deta_hbb_httvis
hl_deta_hbb_htt
hi_twist_hbb_htt
hl_costheta_t1_htt
hl_costheta_t0_htt_vis
hl_costheta_t1_htt_vis
t0_E
hl_costheta_t0_htt

t 0_mass
minJetMass
hl_dR_I0_t1_boosted_htt
hl deta tO t1
hl_dR_I0_t1_boosted_httvis
hI_twist_ t0 ) t1
minJetPT

nJets

nBJets

nTauJets

hi_phi1

hl_phi1_vis
meanJetEta
hl_costheta_star
hl_costheta_star_vis
hl_phi2_vis

hl_phi2 Checking set:

| t 0 mT

Dropping hl_dphi_

0.901%0.005
0.899+0.004
0.902+0.005

t0_mPT

|

+

| 0.902¢0.002 | ,
| 0.901£0.002 |

| 0.903£0.002 |

+



Feature

FEATURE SELECTION: CONSISTENT IMPORTANCE

eVis

nlets
hl_costheta_mpt_htt
hi_dphi_t0_t1

to_mT

hl_p_zeta
hl_costheta_mpt_hbb
hl_dphi_hbb_httvis
hl_p_zetavisible
h_dR_10_t1_x_h_tt pT

hl_dR_b0_b1_x_h_bb_pT
hl_dR_b0_b1

t1_mT

hi_deta_t0_t1
h_tt_vis_mT —
hi_diH_mass_vis —
hl_diH_reduced_mass —
h_tt_vis_mass :—
hl_top_0_mass
h_bb_mass
h_tt_mass
hl_dphi_httvis_mPT
0.0

o
<]
N
=]

04 06
Fraction of times important

o
N
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FEATURE SELECTION: REMOVAL OF MUTUALLY
DEPENDENT FEATURES

hi_dphi_httvis_mPT 48 x 050 0.04 022 054 0.05
h_tt_mass x 069 022 0.10 0.05 012
h_bb_mass § x  0.08.08.49 0.30.24 0.07
hi_top_0_mass 48§ 004 x 01037 0.04 0.08.00.08 0.04
h_tt_vis_mass 98¢ x 006 003 023
hl_diH_reduced_mass 0.03x0.78 0.30 017 0.06
hl_diH_mass_vis 0.66.06.2D.57 x
h_tt_vis_mT 98013 x 0.09 0.16 0.76
hi_deta_t0_t1 48 0.27 x 012 005 019 0.65 0.76
timrTgd o011 oo3 @ «x 0.6@.10 015
hi_dR_b0_b1 ¢:88 0.03 x0.24 018 0.10
hl_dR_b0_b1_x_h_bb pT ¢ 003 020x 0.08
hl_dR_I0_t1_x_h_tt_pT 2679 007 x 009 017 0.09
hl_p_zetavisible 014 x b 02006 0.04 0.08
hi_dphi_hbb_httvis 48669 x 004 a2 d86
hl_costheta_mpt_hbb ¢ 0.03 021 x 0.05 0.10 081 0.08
hl_p_zeta 4.86.30 0.03 o0.0488 x 017 0.05
tomT g 005 00803 J@® os1 o003 x 0.1D0.04
hi_dphi_t0_t1 4 0.26 0.05 87 003 x 0.46
hl_costheta_mpt_htt 4. 031 x
njets g x0.70.03 0.04
eVis { 052x 011
hl_dR_hbb_htt 47 013 0.05 038 x o0.2088
hi_deta_b0_b1 § 0.79.18 x 0.07
hl_dR_I0_t1_boosted_httvis 4.74 0.12 x o.odp
hi_dphi_htt_ mPT 4:93 0.36 x 015
hl_dphi_hbb_mPT { 0.08 01873 057  0.28x
meanjetMass 4 0.06 0.08.10 x 005 0.61
h_tt_mT 488 % 011 0.09 x
b 1_mass 031-+—% 003 034
hl_dR_|0_t1_boosted_htt ¢ 081 0.14 030 0.21 029 x
hi_twist_t0_t1 056 068 029 x
hl_top_1_mass ¢ 0.26 01055 x 012
b_0_mass §.63 0.08.28 0.59 x
b1EY 054 0.06 0.11 014 010 x
- i i i i i i i i i i i i i i T i i i i i i i i i i i i i i 1 i i i i i
SEFEEEESETEaaRaespbot S ekl L EETE Y
PIISRIAT S etk o i) S LA FOINE S o IoR
PR e R ISIIST R NG i f SO
&5 TIFS T FpTeeF  F FufSEE Jad
s - lji?/ Q’égiFQSG' 3 ;ﬁJELB o -
3 5 o =S o 5 * 5
= s = = S &
= g =

-1.0

-0.8

-0.6

'h_tt_mT',

Checking ['hl_twist t0_t1', 'hl_dR 10_tl_boosted_htt',

+ + + +
| Removed | 0OB Score | val score |
+ + + +
| None | 0.935£0.0008 | 0.934%0.0004 |
| hl_twist_t0_tl | 0.9349£0.0006 | 0.9339£0.0002 |
| hl dR 10 _t1 boosted htt | 0.935:0.0005 | 0.9341%0.0002 |
| h_tt_mT |  0.934:0.0006 | 0.9337:0.0005 |
| hl_dphi_hbb_mpT | 0.9348£0.0006 | 0.9339:0.0006 |
+ + + +

Dropping hl_dR_10_tl_boosted htt

19 predictable features found to pass mutual dependence threshold of 0.8

Checking ['hl_dphi_htt mPT', 'hl_dphi_tO_tl1', 't_0_mT', 'hl_p zeta', 'hl_dphi_hbb_httvis']

Removed 00B Score

Val Score

| |

| None | 0.934%0.0009
| hl_dphi_htt mPT | 0.9341#0.0003
| hl_dphi_t0_t1 | 0.9347+0.0003
| | 0.9338:0.0006
| | 0.9348+0.0006
| | 0.9346+0.0007

t 0_mT
hl _p zeta
hl_dphi_hbb_httvis

0.9344%0.0006
0.9338%0.0006
0.9345%0.0002

|
4
0.9344+0.0006 |
|
|
|
|
0.9344+0.0003 |

|
I
| 0.9343£0.0002
|
|
|
|

+

Dropping hl_p zeta

'hl_dphi_hbb mPT']

19



HYPER-PARAMETER OPTIMISATION: LEARNING
RATE

LR finder took 1.8lls

1.0
0.9
0.8

0.7

Loss

0.6
0.5

04

107° 10~° 0™ 10~ 107 10~ 10°

Learning rate



Loss

LIVE TRAINING-MONITORING

le-8
. 0.0 F —
-~ Train /
0.00000475 Validation /
---- Best = 3.156E-06 -0.5
p ]
(W] =
0.00000450 9 _, 04—
Q .
w
~
- -15
0.00000425 2
-2.0 - Train -5.95E-09
-\ > i i - - e
0.00000400 Validation -7.16E-10
25.0 255 26.0 265 27.0 275 28.0
Validation 1.03 ~
0.00000375 1034 L~
£ ~
c ,
0.00000350 - 1.032
c
O 1030
0.00000325 © ;
.-9 /
o o028 /
0.00000300
1.026 7
0 50 100 150 200 250 25.0 255 26.0 265 27.0 27.5 28.0

Sub-Epoch Epoch



0.0175

0.0150

0.0125

[GeV 1]

0.0100
< 0.0075
=|s 0.
o
2
== 00050
0.0025

0.0000

-300 -200 -100

BOOTSTRAPPED KDE PLOTS

— Reconstructed, x= —-14.9+0.70=88%x2 ,
Regressed, x=1.0x0.3 0=33.2x0.5

0
AMpp [GeV]

300
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Feature

y

INTERPRETATION: FEATURE IMPORTANCE

DER_prodeta_jet_jet
PRI_lep_pz
PRI_lep_px

DER_lep_eta_centrality
PRI_lep_py
DER_mass_jet_jet
DER_deltaeta_jet_jet
PRI_met_sumet
PRI_tau_px
PRI_tau_py
PRI_jet_leading_pz
DER_met_phi_centrality
DER_pt_tot
PRI_jet_num
DER_pt_h

PRI_met_pt
DER_deltar_tau_lep
PRI_jet_all_pt
DER_pt_ratio_lep_tau
DER_mass_MMC
DER_sum_pt

DER_mass_transverse_met_lep

DER_mass_vis

|

o
o

o
=

02 03
Importance via feature permutation

o
'S

o
o

N
w



Partial dependence

INTERPRETATION: PARTIAL DEPENDENCE

50 100 150 200 250 300
DER_mass_ MMC



SUMMARY




CALL FOR CONTRIBUTIONS

O @ 120pen v 0Closed Author v Label ~

® LUMIN has already been used in several

i - O © uncertainty bands for plot_roc (CCEIEEIEN GRENED CIZID
diverse projects

[ ] O @ Add Mish activation enhancement EEERISIESIEY  investigation
BUt so far only used by me (to my #71 opened 23 days ago by GilesStrong

knowledge)

a

© Add _repr__ to ModelBuilder CEIEEST) GRbEReED

#64 opened 25 days ago by GilesStrong

O © Add SOTA optimisers enhancement

#61 opened 25 days ago by GilesStrong

playing around, and giving feedback on: 5 1D waymeenmme smemibiesraii pra—

#57 opened 25 days ago by GilesStrong

O © Extend LRFinder to run over multiple epochs  improvement

#56 opened 25 days ago by GilesStrong

O © Expandichange Ensemble to include AbsEndcap (improvementy CITLD

#55 opened 25 days ago by GilesStrong

O © Polyak averaging for test-time data-augmetation

#54 opened 26 days ago by GilesStrong

¢ The package needs people trying it out,

®  Bugs
®  Design & layout choices

®  General suggestions

®  Several examples available

O © Minimum improvement early stopping callback ' enhancement

#51 opened 26 days ago by GilesStrong

° . .
The Issues include all my thoughts on O O Feature importance from DataFrame ' enhancement
. . #45 opened 27 days ago by GilesStron

possible improvements i ;

O © Make HEPAugFoldYielder work with pT eta phi coordinates = enhancement

#44 opened 27 days ago by GilesStrong

. O © Numpy version of ‘df2foldfile’ enhancement
getting to know the code base #39 opencd 27 days ago by GiesSirong

Dedicated “sood first issue” label for



https://github.com/GilesStrong/lumin#examples
https://github.com/GilesStrong/lumin/issues
https://github.com/GilesStrong/lumin/labels/good%20first%20issue

