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MOTIVATION
Machine learning in high-energy physics
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MACHINE LEARNING IN HEP
• Many analyses and experiment software 

now aim to benefit from using machine 
learning approaches; often necessary in 
order to achieve competitive performance

• ML is now an integral part of HEP, and 
well recognised as such:

• Establishment of dedicated forums & 
groups (IML, ATLAS & CMS ML groups)

• Identified in 2020 update of the European 
Strategy for Particle Physics as essential 
R&D

• But! Hardware and timing for model 
training can be a limitation for 
analysis-level researchers
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https://iml.web.cern.ch/
https://indico.cern.ch/event/924500/#sc-23-1-presentation-of-the-dr
https://indico.cern.ch/event/924500/#sc-23-1-presentation-of-the-dr


MODERN DEEP-LEARNING TECHNIQUES
• Strong, 2020 studied the impact of new 

DNNs techniques on performance and 
timing using benchmark HEP dataset 
(HiggsML)

• HEP-specific data augmentation
• 1cycle learning-rate scheduling
• New architecture, activation function, etc.
• Full details in paper

• Solution matched top performance, but 
trained in 14 minutes on a laptop CPU

• 86% effective speedup over 1st-place GPU 
(accounting for hardware improvements) 5

https://iopscience.iop.org/article/10.1088/2632-2153/ab983a
https://www.kaggle.com/c/higgs-boson
https://arxiv.org/abs/1803.09820


LUMIN
Lumin Unifies Many Improvements for Networks
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LUMIN
• LUMIN is a PyTorch wrapper library that 

provides implementations for these 
methods

• Also includes other useful methods & 
classes for working with HEP data and 
columnar data in general, and more

• E.g. recent update adds RNNs, CNNs, 
and a few graph-nets

• Links:
• Docs
• Github
• Colab examples
• Issues -  contributions welcome!

https://lumin.readthedocs.io/en/stable/
https://github.com/GilesStrong/lumin
https://github.com/GilesStrong/lumin#examples
https://github.com/GilesStrong/lumin/issues?q=is%3Aissue+is%3Aopen+sort%3Acreated-asc


USAGE
• LUMIN can be used to train neural networks for supervised classification 

and regression tasks using:
• Columnar data (features in columns - events in rows)

• And/or matrix data with arbitrary dimensions (i.e. 1D of 4-vectors, 2D & 3D grids 
of data, et cetera)

• Data must be coerced into a specific format: HDF5 with an expected 
layout
• Methods provided to help with this

• Trained models can be exported to ONNX and TensorFlow
• Can run in CMSSW via Tensorflow interface, see e.g cms_hh_tf_inference
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https://github.com/riga/CMSSW-DNN
https://github.com/GilesStrong/cms_hh_tf_inference


A FEW DISTINGUISHING 
CHARACTERISTICS

• Ensembling - Training and applying with 10 models should be as easy as 
with 1 model
• User defines how models should be built and training function creates and trains 

models
• A opposed to the user building and training single models

• Modularity - Classes, methods, and workflow should be flexible and 
adaptable without heavy hacking
• Expected workflow provided, but user free to cherry-pick specific aspects of the 

framework
• User can inherit from existing classes to adjust to their own needs 9



A FEW DISTINGUISHING 
CHARACTERISTICS

• Automatic feature selection - Large menus of potential inputs can be 
filtered safely to only most useful set

• Modern techniques - Users should be able to easily apply the latest, useful, 
techniques

• Weight handling - All data-handling should expect sample weights

• Interpretation - Users should know what their models learnt and used 
during training
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PROJECT EXAMPLES
Past and current usage of LUMIN (or its core techniques)
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DI-HIGGS @ HL-LHC

• HL-LHC projection studies for hh→bb𝜏𝜏
• Completed prior to LUMIN, but used 

similar techniques as the Higgs ML study
• 20 DNNs trained as binary classifiers for 

signal|background
• Usage of advanced methods showed 30% 

improvement in sensitivity
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M.Bengala, M.Gallinaro, R.Santo, & G.Strong, 2018-19

CMS AN-2018/205, CMS PAS FTR-18-019, CERN-LPCC-2018-04

http://cms.cern.ch/iCMS/jsp/openfile.jsp?tp=draft&files=AN2018_205_v6.pdf
https://cds.cern.ch/record/2652549
https://cds.cern.ch/record/2650162?ln=en


PREDICTIVE ANALYTICS
• Industry partnership between LIP and Nielsen (global data-measurement 

company)
• Aim was to develop a predictive model to help proactively retain 

employees
• LUMIN used to:

• Automatically select relevant features from menu of several hundred

• Highlight differences between datasets

• Tune hyperparameters of model

• Unfortunately, most details are behind a NDA... 13

L.Cazon, R.Conceicao, A.Kocak, R.Lima, F.Riehn, C.Silva, & G.Strong, 2019



EXAMPLE: TOP-TAGGING
FROM JET CONSTITUENTS
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• HEP benchmark dataset for top tagging

• Data format: flat, 200 4-vectors, 1.2M jets

• LUMIN example #9 demonstrates:
• Recursive networks
• Convolutional networks (inc. ResNet, 

ResNeXT blocks)
• Graph nets: Interaction net [1,2], Lorentz 

Boost Networks (LBN only in bleeding 
edge version)

• Only uses ~8% of total data and only 15 
hardest constituents (to reduce runtime):

• But, achieves ROC AUC of 0.965 in 
under 1 minute (c.f. SOTA 0.984)

https://docs.google.com/document/d/1Hcuc6LBxZNX16zjEGeq16DAzspkDC4nDTyjMp1bWHRo/edit
https://github.com/GilesStrong/lumin#examples
https://arxiv.org/abs/1612.00222
https://arxiv.org/abs/1908.05318
https://arxiv.org/abs/1812.09722
https://arxiv.org/abs/1812.09722
https://indico.cern.ch/event/745718/contributions/3202526/


SCREENSHOTS
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HYPER-PARAMETER OPTIMISATION: RANDOM 
FOREST
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FEATURE SELECTION: CLUSTERING & REMOVAL OF 
CORRELATED FEATURES
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FEATURE SELECTION: CONSISTENT IMPORTANCE
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FEATURE SELECTION: REMOVAL OF MUTUALLY 
DEPENDENT FEATURES
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HYPER-PARAMETER OPTIMISATION: LEARNING 
RATE
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LIVE TRAINING-MONITORING
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BOOTSTRAPPED KDE PLOTS
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INTERPRETATION: FEATURE IMPORTANCE
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INTERPRETATION: PARTIAL DEPENDENCE
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SUMMARY
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CALL FOR CONTRIBUTIONS
• LUMIN has already been used in several 

diverse projects
• But so far only used by me (to my 

knowledge)

• The package needs people trying it out, 
playing around, and giving feedback on:

• Bugs
• Design & layout choices
• General suggestions

• Several examples available

• The issues include all my thoughts on 
possible improvements

• Dedicated “good first issue” label for 
getting to know the code base
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https://github.com/GilesStrong/lumin#examples
https://github.com/GilesStrong/lumin/issues
https://github.com/GilesStrong/lumin/labels/good%20first%20issue

