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Introduction
• This talk is focused on the DPU (digital processing unit) that is the most 

important part of IP and Longitudinal/Transverse bunch-by-bunch 
feedbacks and on how to implement the remote operator interface 

• Two different DPU systems are currently under study: the iGp12 by 
Dimtel, Inc. (an upgraded version of SLAC/KEK iGp system with 12bit 
ADC, 12bit DAC and Xilinx Virtex-5 FPGA inside) and a second, 
alternative design that is going to be in-house programmable, more 
compact and with newer parts

• Two iGp12 units have been ordered to Dimtel and they have just arrived 
at LNF– Tests with DAFNE beams are planned in the next weeks –
DPU source code: NO

• The second system is mainly designed as IP feedback and therefore it 
requests even more sensitivity and dynamic range than the first one. On 
the other hand, it needs to be completely programmable to allow 
different working scheme and therefore it can also be implemented a 
classic bunch-by-bunch transverse or longitudinal feedback 

• Main features: 14-bit ADC, 16-bit DAC, Virtex-7 FPGA, no pc inside for 
remote interfacing (evaluation in progress) - DPU source code: YES

• In the following the digital architecture and the operator interface for this 
second feedback system that is currently in R&D phase will be 
discussed 
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Beam+feedback model generating FPGA code

How to insert 

dynamically 

the filter 

coefficients in

this program?



3 ways to implement the operator i/f
A. PC + Linux + IOC (EPICS) with USB cable to 

feedback/FPGA module (like the iGp approach)

B. Embedded system (using ARM microcontroller) + linux 
(maybe Android  by Google) + IOC (EPICS) software with 
a fast parallel bus to connect feedback (FPGA) module, in 
such a way similarly to the Bunch-by-bunch Libera 
feedback system by Instrumentation Technology

C. Embedded microcontroller (Microblaze or another one if 
available) designed inside the FPGA itself and directly 
connected by LAN (ethernet and WiFi) to remote operator 
interface and by dual-port ram to the feedback processing 
hardware

The first way is what we have now for iGp. 

The second way is a sort of compromise.

In the next I will discuss briefly on the first 2 approaches, 

but I will focus mainly on the third approach.

We will see that the choice is not neutral 

(i.e. it impacts deeply on the system design)



Approach A.

PC + Linux + IOC (EPICS) with USB 

cable to feedback/FPGA module 

(like the iGp approach)
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• iGp12, as the 
previous versions, is 
based on a pc 
connected to 
feedback board by 
USB interface
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Approach B.

Embedded system (using ARM 

microcontroller) + linux (that could be 

Android  by Google) + IOC (EPICS) 

software with a fast parallel bus to 

connect feedback / FPGA module, in 

such a way similarly to Bunch-by-bunch 

Libera feedback system by 

Instrumentation Technology



Bunch-by-bunch Libera feedback 

by Instruments Technologies

• Bunch-by-bunch Libera feedback uses an SBC (single board 
computer) based on INTEL PXA 255-400 MHz a microcontroller based 
on ARM instruction set

• Single-board computer is used for running the Linux operating system 
and performing tasks like housekeeping, running application software 
and interfacing with the control system.

• The SBC is connected to the FPGA (feedback) module by a bus

• Other features:

• Analog input signal acquired by four 14-bit ADC but split in four ways 
(each with sampling frequency = RF/4)

• Analog bandwidth: 400MHz (poor!)

• FPGA: Virtex-II Pro

• 14-bit DAC

• Flexible digital signal processor code



• PXA is a microprocessor that makes part of XScale, a 
microprocessor core, Intel's and Marvell's 
implementation of the ARMv5 architecture, that 
consists of several distinct families: IXP, IXC, IOP, CE 
and PXA

• The XScale architecture is based on the ARMv5TE 
without the floating point instructions. 

• All the generations of XScale are 32-bit ARMv5TE 
processors

Good points for the 

ARM microcontroller

are that the EPICS 

IOC software 

already exists and 

many linux 

distributions are 

available



On the market many ARM based boards are sold. 

In this market Google is pushing for Android, a powerful linux 

operative system distribution with many application under R&D



Approach C.

Embedded microcontroller (Microblaze 

or another one if available) designed 

inside the FPGA itself and directly 

connected by LAN (ethernet / WiFi) to 

remote operator interface and by 

dual-port ram to the feedback 

processing hardware



Which advantages in c) design ?

• Only one development tool for all the digital 
system  more simple code management 
more flexibility and easily for next features or 
corrections

• A more compact system can be useful in the 
crowded IP zone: it can be put very close to the 
signals from pickups and to kicker having less 
propagation delay

• Less power consumption and, accordingly, less 
heating

• In case of multiple transverse, longitudinal or IP 
feedback systems, it will be easier to find space in 
the SuperB tunnel

• Speaking in general, it’s a more modern and 
advanced design



embedded processor has 32bit CPU with 4 Gbytes 

addressing capability and 32 general purpose registers



Microblaze main features
• In terms of its instruction-set architecture MicroBlaze has a RISC 

architecture. 

• With few exceptions, the MicroBlaze can issue a new instruction every cycle, 
maintaining single-cycle throughput under most circumstances.

• The MicroBlaze has a versatile interconnect system to support a variety of 
embedded applications. 

• MicroBlaze's primary I/O bus, the CoreConnect PLB bus, is a traditional 
system-memory mapped transaction bus with master/slave capability. 

• Many aspects of the MicroBlaze can be user configured: cache size, pipeline 
depth (3-stage or 5-stage), embedded peripherals, memory management 
unit, and bus-interfaces can be customized. 

• The performance-optimized version expands the execution-pipeline to 5-
stages, allowing top speeds of 210 MHz on Virtex-5 fpga family.

• Also, key processor instructions which are rarely used can be selectively 
added/removed (i.e. multiply, divide, and floating-point operations) – the FPU 
is available.

• With the memory management unit, MicroBlaze is capable of hosting 
operating systems requiring hardware-based paging and protection, such as 
the Linux kernel. Otherwise it is limited to operating systems with a simplified 
protection and virtual memory-model: e.g. FreeRTOS or Linux without MMU 
support.



MicroBlaze uses LwIP routines for

implements lan communication features.

LwIP is a “lightweight” protocol and it has been tested 

this month successfully in the LNF local area network 

(though with some limitations versus a PC)

tested by http

tested by ping

Not implemented in the test code, 

because not necessary

used by EPICS



Microblaze can use 

BlueCat Linux (with 

standard 2.6.x Linux 

kernel)

even though other 

operative systems are 

available

But:

1) an EPICS distribution 
package for Microblaze 
still doesn’t exist !!!

2) linux + EPICS inside 
Microblaze could be too 
slow 

3) And moreover Microblaze 
has only the C compiler, 
not the LabView compiler



In the first tests the feedback operator interface has been based 

on http protocol and web browser: an advantage is that the 

device can be easily connected also to smart phones and tablets

Gateware

[feedback digital 

hardware]

Software Dual port ram

Feedback board

LAN

Another interesting feature is that a single chip FPGA can implement 

more than 1 Microblaze (up to 8 can be tested by JTAG interface)

Xilinx Virtex–7 FPGA



iPad and 

iPhone

have growing 

popularity and 

lowering prices

Looking to the 

next 5-10 years, 

tablets and smart 

phones

will be largely 

used as remote 

terminals in 

control systems

Web browsers (and WiFi) are included in tablets 

and smart phones and, more important, the web 

technology has continuous and very fast evolution



Microblaze – feedback interface
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Microblaze – feedback dual port ram data base

Software

Fb on/off

Coef_set [0:1]

Shift_gain [0:7]

Ds_factor [1:32]

16 coef_filter_0

16 coef_filter_1

g/d_enable [on/off]

Record_ds [1:32]

Record length[n]

Grow length [n]

Hold off [n]

Trigger src [i/e]

Acquire [on/off]

arm [on/off]

Auto rearm [on/off]

20 timing registers

20 status registers

10 waveform & data files

Gateware



From EPICS tech – talk 

An EPICS interface could be also designed as top level layer above http layer: 

A recent post discuss how to interface web instruments from EPICS



From EPICS tech – talk /2





Hardware status update

and tests done at LNF



ADS5474

by Texas 

Instruments

has been

ordered

14bit Analog to Digital Converter 

with

~70dB signal to noise ratio

It will be interesting to compare noise levels 

with 12 bits versus 14 bits conversion

on real beam signals during DAFNE runs



• ADC very 

good 

performance

• Output signals 

in LVDL logic 

levels 

perfectly 

compatible 

with FPGA



Xilinx

announces

that Virtex-7 

production 

will start in 

Feb / 2011

This announcement seems to 

discourage new designs based on 

series 6, because in series 7, 

though maximum speed

remains the same, consumption 

halves and density doubles.

In addition, series 7 has followed 

very early series 6 that doesn’t 

yet take off and has few 

applications.



All the R&D work is currently done on Virtex-5 boards (ML506) 

that has similar performance being able 

to connect the FPGA board to the remote operator 

without the use of a personal computer as server

(tests completed in September 2010 at LNF)

It’s a fact that the Virtex-6 FPGA evaluation board, 

Xilinx ML605, ordered last April, still has not arrived



Operator Interface web-based: 

tested or in progress basic function list

• Action types:

– Local action from operator to server database (tested)

– Digital command from operator to FPGA (tested)

– Digital status or alarm from FPGA to operator (tested)

– Write value from operator to FPGA (tested)

– Read value from FPGA to operator (tested)

– Continuous read value from FPGA (in progress)

– Read data block from FPGA to server (tested)

– Download data file from server to operator (tested)

– Write data block from server to FPGA (in progress)

– Database memory after web browser closing 

(tested/updated in Sept/2010)



Feedback Operator Interface 

preliminary function list
• Turn on / off

• Filter bank choice: [0/1]

• Shift gain [0:7]

• Downsampling [1:32]

• New FIR filter coefficients entry: 
– gain [0 : 1]

– phase [-360 : +360]

– center frequency [0.00 : 1.00] 

– n_taps [1 : 16]

– Raw coefficients entry [coef_0 : coef_15]

– Filter coefficients plot 

– Filter magnitude plot

– Filter phase plot



Tools from LightWeight IP (LwIP) library

• Web server for MicroBlaze
– Simplified web server management with only two 

calls: get and post

• http get
– It can be used to access to files stored in the server 

memory file system “memfs” 

• http post
– It writes and reads object status (registers, memory 

locations, led’s, switches, etc.)



Other tested tools for .html pages: 

the YUI Library

The YUI Library is a set of utilities and 

controls, written with JavaScript and CSS, 

for building richly interactive web 

applications using techniques such as 

DOM scripting, DHTML and AJAX. 

YUI is available under a BSD license and 

is free for all the uses.



• <script type="text/javascript" src="yui/yahoo.js"></script>
• The YAHOO object is the single global object used by YUI Library. It contains utility 

function for setting up namespaces, inheritance, and logging. YAHOO.util, 
YAHOO.widget, and YAHOO.example are namespaces created automatically for and 
used by the library. 

• <script type="text/javascript" src="yui/dom.js"></script>
• Internal methods used to add style management functionality to DOM. 

• <script type="text/javascript" src="yui/event.js"></script>
• The Event Utility provides utilities for managing DOM Events and tools for building event 

systems 

• <script type="text/javascript" src="yui/conn.js"></script>
• The Connection Manager provides a simplified interface to the XMLHttpRequest object. 

It handles cross-browser instantiantion of XMLHttpRequest, negotiates the interactive 
states and server response, returning the results to a pre-defined callback you create.

• The Connection Manager singleton provides methods for creating and managing 
asynchronous transactions. 

• <script type="text/javascript" src="yui/anim.js"></script>
• Base animation class that provides the interface for building animated effects. 

• <script type="text/javascript" src="js/main.js"></script>
• main.js is not a YUI 2 call, it is a program written by the user

YUI 2 library calls included in the 

present tested code



Conclusions
• An upgraded version of iGp feedback system (with 12bit 

ADC and 12bit DAC) has just arrived at LNF and will be 
tested with DAFNE beams in the next weeks

• As alternative (necessary for IP feedback) it seems 
possible to design a DPU (digital processing unit) with 
14-bit ADC and 16-bit DAC and without a personal 
computer to interface the remote operator: this will make 
more compact the system and more flexible the design

• Preliminary tests seem to show the good feasibility of a 
control software based on web browser approach, even 
though many functions have to be still written & tested

• Nevertheless, EPICS developers are also evaluating how 
to interface web server remote devices using IOC

• R&D is in progress, of course the source code needs to 
be almost completely rewritten with respect to the first, 
very old, version of the iGp feedback system


