
Software Prototype based on SNiPER    

Wenhao Huang1, Xingtao Huang1, Qiyun Li1, Zuhao Li2, Zheng 
Quan2, Zhicheng Tang2,  Meng Wang1, Ming Xu2,Jumin Yuan1

1 Shandong University
2 IHEP

Mar. 17, 2020



Outline

u Framework
ðKey Features of SNiPER
ðPrototype architecture

u Detector Simulation
ðDD4hep to describe Detector Geometry

u Event Data Model
ðPODIO to define Event Data Model

u Software Management
ðComputing environment and Tools

u Summary

2020-03-17 2



SNiPER
u Introduction to SNiPER has been given at 8th HERD 

Workshop
ðhttps://indico.ihep.ac.cn/event/10745/session/10/contribution/44

u More details can be found at the web
ðhttps://github.com/SNiPER-Framework
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Key Features of SNiPER (I)
u Modern Programming Language

ðMainly developed with C++
ðConfigured with python scripts, clear, readable and powerful

*Also possible to support python programming
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“import” for 
Dynamically loading 
package libs

Set new values to  
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Key Features of SNiPER (II)

u Highly modular
ðEach module is functionally independent
ðMain functions for data processing have been implemented in 

kernel modules
• Data processing controlling, Event Data Management, Logging, user 

interfaces (Algorithm, Service, Tools)…

u Standard interfaces between different modules
ðThe interfaces have been very stable 

• Extensive used by the JUNO Experiment for M.C. Data production
• Started raw data analysis by the LHAASO Experiment

ðwe only focus on event data model, detector simulation, 
calibration , reconstruction and analysis tools
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Key Features of SNiPER (III)
u Separation between data and algorithm

ðLess coupling between algorithms
ðDevelopment of new algorithms at the same time

u Data Store for event data management
ðThe data objects in the Data Store is open, currently 

implemented with  
• Data Object based on ROOT or defined by PODIO 

ðProvided handles to get/put event data from/to Data Store

u Support multithreading( not covered today)
ðUnderlying the intel TBB is deployed
ðMulti-tasks naturally maps with multi-threads
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Key Features of SNiPER (IV)

u It is lightweight, fast, flexible and  easy to learn
ðSee the examples  

u It is being used by JUNO, LHAASO, STCF, nEXO

u There is a  good team to maintain and optimize
ðSDU and IHEP

2020-03-17 7



Progress since Xian Workshop
u Several Discussions inside the group  since Xian 

workshop
ðChinese New Year Holiday
ðCoronavirus

u Not too much progress
u Only setup a HERDOS  (HERD Offline Software ) 

prototype for testing
ð Setup the environment for the HERD
ð Extension to SNiPER with DD4hep and PODIO
ð Use DD4hep to describe sub-detectors
ð Use PODIO to define Data Model
ð Add some examples to test DD4hep and PODIO

2020-03-17 8



2020-03-17 9

u External Libraries
ð Frequently used third-party software and tools

u SNiPER Framework
ð Data Processing Management, Event data Management, Common Services…

u Offline 
ð Specific to the HERD Experiment, including Extension to SNiPER , 

Generator, Simulation, Calibration , Reconstruction and Analysis

HERDOS Architecture



2020-03-17 10

Overview of Detector Simulation System

DD4hep



Main Components of Detector Simulation
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l DetSimAlg: the Algorithm for all detector simulation
l DetGeoConsSvc: the service to deliver xml/gdml geometry to Geant4 
l G4Svc :A the service to launch Geant4
l DetSimFactory : the service to set up all the Geant4 actions



Detector Description with DD4hep
n Each sub-detector is independent with others, different version in different path
n Flexible to build a full detector with different combinations of sub-detectors
n Common files for materials and elements
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From zhicheng
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Event Data Model defined with PODIO 
n Event Data Model is very importance for offline data proceeding
n PODIO is developed with future-oriented design

l Automatic memory-management
l Support concurrency access 
l Define event data in the yaml file
l Allow to have 1-1, 1-N or N-M relation-ship
l Currently support writing data into ROOT files, and HDF5 and 

other formats will supported 
n PODIO has been integrated with SNiPER

n Add PodioDataSvc to wrap PODIO inside SNiPER
n Provide Handles to access EventStore of PODIO
n Provide PODIO Input and Output System for reading and writing
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Part Yaml file (offline/DataModel/EventDataModel/datalayout.yaml)

.

Part C++ codes (offline/DataModel/EventDataModel/EventDataModel/SimTrackerHit.h)
l.



Example: Produce and Write Event Data 

u Package : offline/Examples/EDMtests
ðProduce new Event Data 
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u Python job configuration file: write.py
ðWrite the produced Event Data into the Root File, output.root
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Example: Read and Analyze Event Data 
u Package : offline/Examples/EDMtests

ðRead Event Data from Root Files and do analysis
ðPython job configuration file: read.py
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Example: Read and Analyze Event Data 

u Algorithm: EDMConsumer
ðRead Event Data from Root Files and do analysis
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More Examples are provided  

u Package :/afs/ihep.ac.cn/soft/HERD/HERDOS/offline/Examples
ðHelloWorld: a simple algorithm example
ðHelloHist: Define and Write Histogram into root file
ðHelloTree: Define and write Ttree into root file
ðDemoSim: detector description with DD4hep (modify 

Geant4/B2a Example)
ðEDMtests: Write/Read event data to/from Root files
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Software Environments and Management
u Programming language: C++ and Python

ð C++ :  main part implementation
ð Python : job configuration interface

u Packages management tool: CMake
ð Help developers to compile packages easily
ð Help users to setup the environment for running the application easily

u Operation System: Scientific Linux
ð Scientific Linux 6/CentOS 7 or higher
ð G++ > 6.5.0 (C++14)

u Version Control System: GitLab: http://code.ihep.ac.cn/herdos/offline
ð Keep the history of code evolution
ð Synchronization and sharing between developers
ð Tag and release

u Installation
ð A shell script is provided to Automatically  install the whole offline software 
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Summary
u Setup SNiPER-based software prototype for testing
u Develop Detector Simulation system 

ð Describe detector geometry with DD4hep
ð Simulate detector response with Geant4
ð Event looping with SNiPER

u Define Event Data with PODIO
ð Define Event Data Model with yaml file
ð Event Data Management with PodioDataSvc
ð Provide Handles to get/put data from/to EventStore of PODIO
ð PodioOutputSvc/PodioinputSvc for writing and reading data from root files

u Most popular tools/compiler have been used
ð Cmake, Gitlab, C++14,TBB

2020-03-17 23

More collaboration on software ! 
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Thanks for your attention ! 
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