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Run 3 FELIX system

Introduction

* The Large Hadron Collider (LHC) collides proton bunches at a 40MHz rate

» ATLAS detects the collision products and the trigger systems select physics events
of interest
= The current (Run3) maximum event data rate for permanent storage is ~2 kHz

* New detector and trigger systems installed for Run 3 to improve background
rejection

* Hardware commissioning and deployment on-going
* For Run 4+ at High Luminosity (HL) LHC, new challenges come:
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Performance tests in HL-LHC environment
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FELIX & Readout Software Conclusion and Outlook
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Low level software developed for basic configuration and monitoring. . Run g FELIX cards (FLX-712) T

High level software developed for high rate data taking and channel monitoring. « Varving number of links. packet size and other parameters
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aggregates events, detector-spedific data processing » Confidence that design will scale to 1 MHz trigger rate, given expected technology
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scalable for Run 4 » Study and tests of techniques for maximizing throughput ongoing

(*) GBTx = radiation hard chip aggregating FE electrical links, coupled to optical transceiver [2] AT LAS
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