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Time line

- February 2nd: 
start of distributed production test, proposed site set to be involved: 

  GRIF, RALPP Tier2, QMUL, Bari, Pisa                                              
  - 50 job per site performing FastSim V0.1.3 software                             
  - Jan 29th: input file transfer via lcg-cr, BkgFrame files from 
    November Production

- February 10th: 
the Production suite for local use will be delivered to 

  SLAC, Caltech and UVIC depending on the site setup status                                                             

- Feb 8th: 
official FastSim production V0.2.1 will be released.

  We will start the software installation when the validation 
      will be completed.



Info from site

We need the following information from sites:

- The sites enabling input files access via direct file system call 
(NFS/Lustre/GPFS/AFS/..) from WN should provide the absolute 
path to such area.

- The sites performing the production using the locally suite 
installation should provide the complete LSF/PBS submission 
command line to be taken as reference for Production suite 
development.

We need the following information from sites:

- From the sites in which the input files will be accessible via 
  Direct file system call (NFS/Luster/GPFS/AFS///) from WN 
  we need the absolute path.

- 

From the sites will perform the production locally using the 
  Local production suite we need the complete 
  LSF/PBS submission command line to take as reference 
  for production job submission. 
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