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Introduction

- The motivations to develop a preliminary research about how to design the feedback systems for FCC-ee were triggered by two large collaborations:
  - the **FCC Weeks** held in the years 2016-18 to prepare the CDR for the 2019
  - the **ARIES** project, funded in the frame of Horizon 2020 by EU Commission

- Presentations and discussions were held at:
  - eeFACT2016, 58th ICFA Advanced Beam Dynamics workshop On High Luminosity Circular e+e- Colliders – Cockcroft Institute at Daresbury Laboratory, UK, 24-27 October 2016,
  - FCC Week 2018 – Amsterdam, 9-13 April 2018
  - ARIES (& EUCARD-2) meetings and workshops in the years 2016-2019.
  - [Note: EUCARD-2 was a 4-year project started on 1st May 2013. EuCARD-2 project was part of FP7 and ended in 30/4/2017]
FCC tunnel map with 8 shaft locations

FCC-ee

The lepton version of the collider

97.75 km double ring, full-energy $e^\pm$ injection
The lowest beam energy collider (Z layout) is much more critical from feedback performance point of view.

Indeed it asks for **high current (1390mA)**, and **high number of bunches (16640)**.

These parameters are usually correlated to fast grow rate instabilities.
Vacuum Considerations for FCC-ee

R. Kersevan, CERN-TE-VSC-VSM

1. Introduction
   - The FCC-ee is a very challenging machine, since it aims at accommodating 4 different energies, the Z-, W-, H- and T-pole, running at 45.6, 80, 120, and 175/182.5 GeV, respectively, with rather stringent time schedule driven by integrated luminosity at each energy;
   - It has become immediately evident that, vacuum-wise, the Z-pole is the most challenging one, with its B-factory-like currents of almost 1.4 A, compared to the 10 mA or so that LEP stored at the time at the same energy;
   - FCC-ee is conceived as a very low-emittance, high-luminosity machine, and therefore all impedance issues and related beam instabilities must be avoided: this requirement calls for a very careful design of its vacuum system, with very low-loss components, such as flanges, synchrotron radiation (SR) absorbers, tapers, resistive wall (NEG-coating);
   - We have tried our best to take advantage of the lessons learned in the last 2 decades on B-factories (SLAC, KEK, Cornell) and the legacy studies on LEP, trying to combine different features, design, and material choices into a reasonable solution applicable to a twin ~100 km ring (plus ~100 km booster!);
FCC Roadmap

FCC-ee schedule from the slides of Frank Zimmerman
● PROJECT ACRONYM: Accelerator Research and Innovation for European Science and Society

● PROGRAMME: Horizon 2020 (Integrating Activity)

● DURATION: from May 2017 to April 2021 (4 years)

● TOTAL BUDGET: 24.8 M€ (mainly for travels, conference management and fellowships)

● TOTAL EC CONTRIBUTION: 10 M€

● CONSORTIUM: 41 participants from 18 countries
ARIES is structured into 18 separate Work Packages (WPs) over several Joint Research Activities (JRAs), Networking Activities (NAs), and Transnational Access Activities (TNAs). Every WP is divided into Tasks.

FB studies are in WP6 → Accelerator Performance and Concepts (APEC)
- WP Leader: Frank Zimmerman

Some of the WP6 goals:
- Review of existing strategies & methods for beam-impedance assessments and impedance models;
- proposing and evaluating novel methods to reduce accelerator impedance;
- identification or development of strategies for electron cloud mitigation at future accelerators;
- conceptual design of advanced beam feedback systems for future machines

Task 6.4 Improved Beam Stabilization
- Task Leaders: M. Migliorati (Sapienza & INFN) & A. Drago (INFN-LNF)
Study results from the collective effect study group in FCC-ee
(presented by Eleonora Belli in the FCC week 2017)

On the side the Instability growth rates as foreseen by the impedance model (without considering e-cloud effects):

6 revolution turns
The question is:

what are the performance limits of the currently implemented bunch-by-bunch feedback systems?
Feedback performance limits at SuperKEKB

- In the year 2016, Makoto Tobiyama, John Flanagan † (passed away last March), both from KEK, and myself studied the feedback performance in SuperKEKB.

- The performance of the transverse BxB feedback systems are reported in


- The fastest observed damping rate in the SuperKEKB configuration was around 0.1 ms, **about 10 turns of revolution**

- **Comment from Tobiyama-san** : “For the real operation of the SuperKEKB collider, I've reduced the feedback gain as small as possible (to keep the beam) not to inject the unnecessary noise to avoid the **beam size blowup** so the damping rate, especially in the vertical plane, is around the order of 1 ms.”
BUCH BY BUNCH FEEDBACK SYSTEMS FOR SUPERKEKB RINGS

Makoto Tobiyama†, John W. Flanagan,
KEK Accelerator Laboratory, 1-1 Oho, Tsukuba 305-0801, Japan,
and Graduate University for Advanced Studies (SOKENDAI), 1-1, Oho, Tsukuba 305-0801, Japan
Alessandro Drago, INFN-LNF, Via Enrico Fermi 40-00044, Frascati(Roma), Italy

Abstract
Bunch by bunch feedback systems for the SuperKEKB rings have been developed. Transverse and longitudinal bunch feedback systems brought up in very early stages of beam commissioning have shown excellent performance, and helped realize smooth beam storage and very quick vacuum scrubbing. Also, via grow-damp experiment and unstable mode analysis, they contributed to finding the possible source of an instability. The measured performance of the bunch feedback systems, together with the performance of the bunch feedback related systems such as the bunch current monitor and betatron tune monitor are reported.

INTRODUCTION

analysed by the unstable mode analysis with the grow-damp experiments. Also the related beam diagnostic tools such as the bunch current monitor, large scale memory board, will be shown.

Table 1: Main Parameters of SuperKEKB HER/LER in Phase 1 Operation.

<table>
<thead>
<tr>
<th></th>
<th>HER</th>
<th>LER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (GeV)</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Circumference (m)</td>
<td>3016</td>
<td></td>
</tr>
<tr>
<td>Max. Beam current (mA)</td>
<td>1010</td>
<td>870</td>
</tr>
<tr>
<td>Max. Number of bunches</td>
<td>2455</td>
<td>2363</td>
</tr>
</tbody>
</table>
It is important to conclude that:

achievement of the performance limits of the bunch-by-bunch feedback systems may not be the best solution from the point of view of beam emittance

==>

“not to inject the unnecessary noise to avoid the beam size blowup”
A new idea was implemented at DAFNE in 2008 that gives advantages in terms of better damping rate but also in terms of less noise on the beam that means less beam enlargement.

It consists in a technique to have a better signal-to-noise ratio in the correction signal output.
At DAFNE in the year 2008 a new double feedback technique was implemented successfully.

**Abstract**

In this paper the horizontal feedback upgrade for the positron DAFNE ring is presented. After having completed the analysis of the e+ current limit behavior, a feedback upgrade turned out to be necessary. A fast implementation was required for the success of the crab waist experiment in 2008. It was considered if a simple power increase would have been the best solution. The lack of power combiners and space for other two power amplifiers has brought to a different approach, doubling the entire feedback system. The advantages of this implementation with respect to a more traditional power amplifier doubling are evident: two feedback kicks for every revolution turn, more efficient use of the power amplifiers, greater reliability, and less coherent noise in the system. Measurements of the performance for each of the two feedbacks have shown a perfect equivalence between the new and the old system. In fact the resulting damping rate is exactly twice the rate of each system taken individually. A description of the implementation is presented together with the performance of the system.
Figure 3: Single feedback damping rate \([128 \text{ ms}^{-1}]\).

Figure 4: Two feedbacks damping rate \([234 \text{ ms}^{-1}]\).
After DAFNE test the double feedback technique was implemented successfully also at SuperKEKB and BEPCII.
Trends in fast feedback R&D

About the feedback damping limits there is also another measurement done at DAFNE in 2005 and presented in a talk given at the 2008 Siberian ICFA workshop

https://accelconf.web.cern.ch/fac08/TALKS/TUACH12_TALK.PDF
Horizontal grow/damp at 355 mA;
Mode -1
Extremely fast damping of 2.5 microseconds rate

Considering that the DAFNE revolution period=324 ns
The fb damping rate is 2500 ns / 324 ns = **7.16 turns**

This measurements was done on April, 03\textsuperscript{rd}, 2005 by using the positron horizontal feedback. Note that 355ma is less than 1/3 of usual top beam current in positron ring.
Horizontal
grow/damp at 355 mA;
Mode -1
Extremely fast
damping of 2.5 microseconds rate

Considering that the DAFNE revolution period=324 ns
The fb damping rate is 2500 ns / 324 ns = \textbf{7.16 turns}
A very important comment: given that 355 mA is less than 1/3 of top beam current stored in the DAFNE positron ring (1.2A), it is compatible with the “usual” 10 turns value that has to be considered as an \textit{ideal performance limit}.
Some ideas to overcome the feedback limits in FCC-ee
FCC-ee: 3 design cases

- Going to FCC-ee design and looking to what we foresee about the beam dynamics, three possible scenarios can be considered:

  - Case A → slow or fast instabilities (growth rates slower than 10 revolution turns)
  - Case B → very fast instabilities (growth rates up to 3 revolution turns)
  - Case C → extremely fast instabilities (growth rates around 1-2 turns or even less than one turn).
Case A: design option A

- Going to discuss the three cases described, and wishing to maintain the standard mixed analog and digital technologies developed for the feedback in the past, only the case A could be based on the usual well known approach, used in the previous lepton colliders, in which many parts are commercially available.

- Nevertheless the present systems are able to process up to few thousands of buckets. Note that usually all the bucket signals are acquired and handled even if they are empty. This is to make simpler and faster the real time computation.

- As a consequence new and more powerful processing units have to be built even in the case A to cope with a very high harmonic number (of the order of 100k).

- Another possible issue can rise due to the possible very low frequency of the modes that have to be damped. Of course kickers and power amplifiers feeding the correction signal must have the appropriate bandwidth.

- Even if power amplifiers are commercial devices, they have to be checked carefully for working at the requested very low frequencies and same check has to be done for the kicker bandwidth.

- This “standard” feedback design is foreseen to have a damping rate as the experience done in the other colliders has shown in the previous slides.
Case B: design option B

- Analyzing the case B, that considers instability growth rates up to 3 revolution turns, a different scheme must be implemented.

- Indeed only one feedback system does not guarantee to manage enough power to damp.

- The experience done at DAFNE in 2007 by implementing two complete feedbacks in the same horizontal plane as reported in the next slide, clearly highlights that the feedback damping rate is limited mainly by the noise entering in the loop from the pickup.

- High beam current makes worse the signal-to-noise ratio leading to the feedback saturation.

- Moreover saturation or excess of feedback gain can induce enlargement of the bunch dimension.

- This effect is more dangerous in the vertical plane and it can be also amplified by the kick given by beam-beam collisions. Implementing four systems spaced by a distance of a quarter of main ring can bypass the gain saturation limit with the goal to achieve a feedback damping rate of the order of $10/4=2.5$ revolut. turns.

- Note that the number (4) of systems is a modifiable choice can be changed (other options 2 or 8, see shaft locations)
Option B

4 Feedback systems (4 stations)

FCC-ee main ring

Kicker1
Station1
PU1

Kicker2
Station2
PU2

Option B

PU3
Station 3
Kicker3

PU4
Station 4
Kicker4

→ Beam →

Foreseen damping rate: 2.5 turns
Case C: design option C

- Finally considering a possible case C with instability growth rate of the order of 1-2 turns or even less, a very different design scheme is necessary.
- Indeed the solution found for the case B is not sufficient.
- To achieve a faster damping rate it is necessary to apply the correction signal earlier than by implementing the previous scheme (that kicks in one revolution period).
- Again four systems are proposed but they are not enough.
- The way to implement the Option C scheme consists in putting the kicker with a distance of a quarter of the ring downstream the feedback pickup.
- To be effective the correction signal has to arrive to the kicker BEFORE the bunch.
- This is possible because the path along the chord (for the signal) is shorter than the path along the arc (for the beam).
proposed feedback scheme for Option C

- Beam
- PU4 Station 4 Kicker 3
- PU3 Station 3 Kicker 2
- PU2 Station 2 Kicker 1
- FEC-ee main ring
- Chord = 22.5 km
- Chord is 8.25 μs shorter than arc going at light speed
- arc = 25 km
- Beam runs counterclockwise

NOTE: the DPU insertion delay is about 400-600 ns
Option C

- In order to implement the option C design, a signal transmission system with a speed close to the light speed is necessary.

- Radio (or optical fibers/lasers) communication systems have to be considered to transmit the correction signal.

- Actually commercial optical fibers have a signal propagation speed of about $0.7c$ that is 31% slower speed in silica glass than in vacuum. A new technology, the hollow optical fiber transmission, seems in this moment the state-of-art solution to achieve the speed goal.

- Radio transmission offers the advantage of not having to occupy land (and light speed)

- By implementing this technique, the feedback damping rate should be able to up to be effective in **0.625 revolution turns (10/4/4=0.625).**
Option C

- A signal transmission system with a speed close to the light speed is necessary but not sufficient condition.

- Indeed the correction signal has to be transmitted in digital format (and not in the analog one) that means 32 bits (bunch label + datum) every 2.5 ns.

- This requirement asks to a modification of the usual feedback architecture that has to be split in two parts.

- The first block before the transmission (composed by pick-up, analog front end, ADC, FIR, timing, bunch labelling, transmitter).

- The second block after the transmission (composed by receiver, timing, decoder, DAC, analog back end, power amplifiers and kicker).
Option A,B,C comparison

- In conclusion instability growth rates of the order of one revolution turn require strong R&D efforts to implement the above proposed innovative design.

- Less critical instability growth rates can be coped by a more moderate R&D program.

- From the ring impedance point of view, it is important to underline that the three feedback design options have different impact.

- The option A requires only one cavity kicker for the longitudinal case and two stripline kickers for the transverse planes (1 H + 1 V).

- On the contrary, both options B and C need four cavity kickers and eight stripline kickers increasing consequently the ring impedance.

- However every feedback (H,V,L) system can be implemented independently by the design option that is more adapt to cope with the related instability grow rate.
After the year 2020

- ARIES will be finished in a few months and should be followed by "ARIES-2". The new project takes the name of I-FAST (Innovation Fostering in Accelerator Science and Technology).
- The INFN coordinator for I-FAST is Lucio Rossi (UNI-MI).
- I-FAST is a CERN coordinated H2020 project in the submission stage. This new project should have a different approach, more technological, more dedicated to the industrial world.
- Project starts on 1st May 2021 (at end of ARIES). Duration 4 years (2021 – 2025), until 30 April 2025.
- The FCC CDR has been published in January 2019 and now a new phase of studies begins with the label “FCCIS”. Kickoff meeting from 9 to 13 November.
- This collaboration should be the way to prepare a TDR for the year 2026.
- FCCIS contact persons for INFN are: M. Boscolo (LNF) and M. Migliorati (UNI-ROMA1)
FIGAST becomes I-Fast
Historical background

FP6
CARE 01/2004 – 12/2008
5 years, 15.2 M€ EC contribution

FP7
EuCARD 04/2009 – 03/2013
4 years, 10.0 M€ EC contribution

EuCARD-2 05/2013 – 04/2017
4 years, 8.0 M€ EC contribution

ARIES 05/2017 – 04/2021
4 years, 10.0 M€ EC contribution

H2020
New Innovation Pilot (FIAST)
05/2021 – 04/2025
4 years, 10.0 M€ EU contribution

Requirements for the new project – I-FAST (=FIAST)

Scope: Funding will be provided to research infrastructure networks to kick-start the implementation of a common strategy/roadmap for technological developments required for improving their services through partnership with industry. Proposals should then involve research infrastructures, industry and SMEs to promote innovation and knowledge sharing through co-creation of needed technical solutions and make use, when appropriate, of large-scale platforms combining R&D (Research and Development), integration and validation for the technological developments.

3 components:
1. Technological roadmaps in partnership with industry
2. «Development» of technologies.
3. «Prototyping» of technologies.

General goal:
Boost innovation in the accelerator community via a reinforced partnership with industry

(*) an innovation is the implementation of a new or significantly improved product or process (OECD, The Oslo Manual)

- RI Networks
- Technological developments in partnership with industry
- Use of large scale platforms

- if not already done, the identification of key techniques and trends which are crucial for future construction and upgrade of the involved Research Infrastructures and the definition of Roadmaps and/or strategic agendas for their development, in close partnership with the industrial partners, especially with innovative SMEs;
- the development of the identified fundamental technologies, or techniques underpinning and arising from the efficient and joint use of the involved research infrastructures, taking into due account resource efficiency and environmental (including climate-related) impacts;
- the prototyping of higher performance methodologies, protocols, and instrumentation, including the testing of components, subsystems, materials, and dedicated software, needed to upgrade the involved research infrastructures, construct their next generation, or develop new advanced applications;
# Project structure – Work Packages

<table>
<thead>
<tr>
<th>WP</th>
<th>WP Name</th>
<th>WP Coordinator</th>
<th>Coord. Lab.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Coordination, dissemination</td>
<td>M. Vretenar</td>
<td>CERN</td>
</tr>
<tr>
<td>2</td>
<td>Training, communication, outreach</td>
<td>P. Burrows</td>
<td>UOXF</td>
</tr>
<tr>
<td>3</td>
<td>Industry engagement</td>
<td>M. Morandin</td>
<td>INFN</td>
</tr>
<tr>
<td>4</td>
<td>Managing Innovation, new Materials</td>
<td>M. Losasso</td>
<td>CERN</td>
</tr>
<tr>
<td>5</td>
<td>New concepts, performance improvements</td>
<td>F. Zimmermann</td>
<td>CERN</td>
</tr>
<tr>
<td>6</td>
<td>Novel particle accelerators concepts and technologies</td>
<td>R. Assmann</td>
<td>DESY</td>
</tr>
<tr>
<td>7</td>
<td>High brightness synchrotron light sources</td>
<td>R. Bartolini</td>
<td>UOXF</td>
</tr>
<tr>
<td>8</td>
<td>Innovative superconducting magnets</td>
<td>L. Rossi</td>
<td>INFN</td>
</tr>
<tr>
<td>9</td>
<td>Innovative superconducting cavities</td>
<td>C. Antoine, O. Malyshew</td>
<td>CEA/STFC</td>
</tr>
<tr>
<td>10</td>
<td>Advanced accelerator technologies</td>
<td>T. Torims</td>
<td>RTU</td>
</tr>
<tr>
<td>11</td>
<td>Sustainable concepts and technologies</td>
<td>M. Seidel</td>
<td>PSI</td>
</tr>
<tr>
<td>12</td>
<td>Societal applications</td>
<td>R. Edgecock</td>
<td>HUD</td>
</tr>
<tr>
<td>13</td>
<td>Technology Infrastructure</td>
<td>S. Leray</td>
<td>CEA</td>
</tr>
</tbody>
</table>
FCC November workshop 2020 (FCC NoW)

• The 2020 FCC November meeting will take place from Monday, 9 to Friday, 13 November. It will review the most recent developments of the concepts for the next generation of colliders that were laid out in the 2019 Conceptual Design Report. The event combines the 4th FCC Physics Week with the kick-off meeting of the new EU-funded Horizon 2020 FCC Innovation Study (FCCIS), which is the continuation of EuroCirCol.

• Crucially, this is the first meeting of the FCC collaboration after the recent update of the European Strategy for Particle Physics (ESPP), which identified the need for more in-depth study of the Higgs boson and exploration of the high-energy frontier. The updated Strategy emphasises the importance of international investigation into the technical and financial feasibility of an electron–positron Higgs and electroweak factory as a possible first stage, while at the same time guaranteeing a future hadron collider at CERN with a centre-of-mass energy of at least 100 TeV in the most affordable and efficient way.

• The FCCIS design study will support the development of a roadmap for the design and the implementation plan of a new research infrastructure that will assist in the exploration of both fronts. The proposed infrastructure, a 100-km-long tunnel with a dozen surface sites, would initially host an electron–positron collider (FCC-ee) that would allow for precise measurement of the properties of the Higgs boson and other Standard Model particles. This would be followed by an energy frontier proton collider (FCC-hh), reaching collision energies of 100 TeV or higher following developments in the superconducting and magnet technology. This project will validate the key performance enablers at particle accelerators in a sustainable way while offering opportunities for co-development of needed technologies with industry.

• In parallel, the 4th FCC Physics and Experiments Workshop will take place from 10 to 13 November and will also address the outcome of the ESPP update. Subsequently, the workshop will engage with the most recent literature on the study of the physics prospects of the FCC study. It will also propose new activities aimed at developing the FCC-ee detector designs and technologies and collaborations to tackle the challenges of this machine.
Conclusion

- FCCIS and I-FAST projects have both a different approach from the past collaborations [and I will not be in the business].

- If the coupled bunch instabilities in FCC-ee will be slower than 10 turns, in my opinion it will be possible to use the systems similar to the current feedback implemented in other lepton colliders, as SuperKEKB and DAFNE (even if many modifications are necessary)

- Otherwise, without any new mitigation techniques, the feedback systems need to be implemented in more powerful way

- Three compatible but with different complexity level designs are presented in this proposal in order to be able to damp instability grow rates slower than 10 revolution turns (by option A), or up to 3 revolution turns (by option B) or even slightly faster than 1 revolution turn (0.625 turns by implementing the option C).

- However an R&D phase is necessary for preparing the TDR.

- *Pumping all the necessary damping power can increase the beam emittance!*
Thank you for the attention

For any questions mail to: alessandro.drago2@gmail.com
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