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The Belle II Experiment: Physics motivation
●  B-Factories legacy, complementarity to the LHCb 

→ The stage for the physics of Belle II:
● Stress-testing the SM and sensitively probing new physics via, e.g.,

● Precision CKM measurements: CP violation, meson mixing, decay rates;
● Rare processes, e.g., flavour-changing neutral currents;
● SM-forbidden processes, e.g., lepton-flavour non-universality, 

Lepton number/flavour violation;
● Direct searches for light new states; Dark sector. Better precision requires a 

lot of data (of good quality)!
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The SuperKEKB Collider

~8 x 1035 cm-2s-1 

7.0 GeV e– 
(HER)

4.0 GeV e+ 
(LER)

NB. Belle/KEKB recorded ~1 ab-1 .

~5 ab-1 

~50 ab-1 

2018: ~0.5 fb-1

2019: over 10 fb-1

L(SuperKEKB peak, last week) 
~1.88 x 1034/cm2/sec (βy 

*=2mm)
→ This is ~10% below KEKB best,
but bkgs were too large to turn on Belle II
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Belle II Collaboration

→ Up-to-date information
       (since the date above):
 ~1000 members,
 ~120 Institutions,
 26 Countries/regions
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Belle II Detector
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Data processing; data model

● A huge amount of data has to be managed, and made available to 
the scientific community spread worldwide. 

● Large computing power is needed to reconstruct physics events in 
large detectors, with millions of readout channels.

Simplified data model
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Belle II data model – in more detail



M. Bračko, Jennifer2 CompWS, CERN, 2019/12/12

RAW data processing/reprocessing
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Distributed Components



M. Bračko, Jennifer2 CompWS, CERN, 2019/12/12

Main Distributed Components
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Belle II Distributed Computing System 
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Distributed Computing usage/performance 

In 2019 only ~25% CPU usage of 2018,
and also not used continuously
(Luminosity lower than expectations;
SW improvements/new features take time)

We expect much better 
CPU usage next year.
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Summary/Conclusions

● Data taking with the full Belle II detector started successfully

● Computing is utilized to make this process efficient
improvements/automation will free some human resources...

● Tools and gathered experiences are important and can be shared 
within this project to achieve some synergy
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