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Topics
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 Goals of this meeting 
 



February production

● Full sim and Fast sim largest productions ever
● Goals defined in Frascati achieved for full sim, for 

Fast sim: new functionality OK, production target 
partially achieved

– O(1 Million) full sim events: OK
– 1 ab-1 fast sim generics productions for det/geom. studies 

and physics studies + smaller samples: 0.25 ab-1 

produced + 108 signal events produced
● no urgent case for background mixing: O(0.01 ab-1) 

actually produced
● Large participation of sites to the production 



Web UI production manager

● We have completed the production management GUI 
used for both Fast and Full Sim

● The interface has been fully exploited for all distributed 
job management

●  Main components:
 

– Bookkeeping DB interface to keep track of all produced 

              data and conditions

– Submission portal to generate the jobs execution scripts
– Production monitor 

● See L. Tomassetti talk in Parallel Comp. session Wed. 16-17:30 



16/03/10 SuperB workshop, Annecy 16-20 March 2010 5

Full Grid integrated production model
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● The job submission is performed by 
  GANGA on User Interface at CNAF
● The WMS routes the jobs to the 
   matched sites
● The job is scheduled by the site 
  Computing Element to a Worker Node
● The job during running time 

● accesses the DB for initialization 
and status update

● retrieves input files by local 
Storage Element

● transfers the output to the CNAF
Storage Element 

● The job input files, Bkg data and test 
  release, are transferred via LCG-Utils 
  to the Storage Elements of remote site  
 

● The job submission is performed by 
  GANGA on User Interface at CNAF
 

● The WMS routes the jobs to the 
   matched site 
 

● The job is scheduled by the site 
  Computing Element to a Worker Node
 

● The job run time tasks are:
● access the DB for initialization 

and status update via REST interface
● retrieve/access input files by local 

site Storage Element
● transfer the output to the CNAF

Storage Element 

Full Grid integrated production work-flow



Sites setup and coordination
– Grid services setup at CNAF (detailed status follow)
– Distributed infrastructure enabling procedure :

● SuperB Virtual Organization setup    
● Simulation software installation, WN compatibility packages 

installation
● Transfer of Background data and test release to sites
● Test session ad lib   

– Coordination work with site contacts was crucial 
● Take advantage of BaBar distributed contacts network
● Take advantage of Grid resources not in use by LHC tasks



 The production has been performed at CNAF

 Job submission directly to LSF batch system

 Total amount of job submitted and fail rate: 9643 job, 0.02%

 Bruno release V00-01-12 

Full Simulation production

FullSim FastSim



Full Simulation production: summary

 Background frames for Fast Simulation: 10^6 events
 

 Background studies: a total of 8x10^5 events:
 

2x10^5 events of RadBhaBha (minDeltaE = 0.1)
SuperB_Wolf_shielded, QGSP_BERT

2x10^5 events of RadBhaBha (minDeltaE = 0.1)
SuperB_unshielded, QGSP_BERT

2x10^5 events of RadBhaBha (minDeltaE = 0.05)
SuperB_Wolf_shielded, QGSP_BERT

10^5     events of RadBhaBha (minDeltaE = 0.002)
SuperB_Wolf_shielded, QGSP_BERT

10^5     events of RadBhaBha (minDeltaE = 0.05)
SuperB_Wolf_shielded, QGSP_BERT_HP



Full Sim details available here:
http://mailman.fe.infn.it/superbwiki/index.php/How_to_Grid/Site_setup 

Prod series: 2010_02_Full_HP

Prod series: 2010_02_Full_DeltaE_0.05

Prod series: 2010_02_Full_DeltaE_0.02

Prod series: 2010_02_Full

Full Sim details available here:
 



Fast Simulation production: summary

- Generics production without background mixing: 10^9 events

- Generics production with background mixing: 10^8 events

- only a fraction of the foreseen sample due to 
initially very high execution time issue

- BtoTauNu signal with background mixing: 3x10^6 events

- BtoKstarNuNu signal with background mixing: 6x10^6 events

- KplusNuNu signal with background mixing: 6x10^7 events

- BtoKNuNu signal with background mixing: 6x10^6 events



Fast Sim details available here:
http://mailman.fe.infn.it/superbwiki/index.php/February_production_status 
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Production system and operation 
credits

● INFN-Ferrara
– Eleonora Luppi 
– Luca Tomassetti 
– Marco Ronzano 
– Giovanni Fontana

● INFN-CNAF
– A. F.
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Distributed production: Fast Sim results

GRIF
10.4%

IN2P3-CC
22.3%

INFN-BARI
0.1%

INFN-LNL-2
6.1% INFN-PISA

12.5%

INFN-T1
20.7%

SLAC
3.5%

UKI-QMUL
18.3%

UKI-RALPP
6.1%

Job distribution per site

GRIF IN2P3-CC INFN-BARI
INFN-LNL-2 INFN-PISA INFN-T1
SLAC UKI-QMUL UKI-RALPP
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Distributed Computing human network

The success of the distributed production efforts was due to the enthusiastic 
contributions of many people:

CNAF Armando Fella
Caltech Frank Porter, Piti Ongmongkolkul
SLAC Steffen Luiz, Wei Yang
McGill Steven Robertson
UVIC Ashok Agarwal
Queen Mary Adrian Bevan, Christopher Wilson
RAL T1, T2 Fergus Wilson, Chris Brew
CCIN2P3, GRIF Nicolas Arnaud
INFN-Bari Giacinto Donvito, Vincenzo Spinoso
INFN-LNL Gaetano Maron, Alberto Crescente, Sergio Fantinelli
INFN-Napoli Silvio Pardi, Alessandra Doria
INFN-Ferrara Luca Tomassetti, Eleonora Luppi, 

Giovanni Fontana, Marco Ronzano
INFN-Pisa Alberto Ciampa, Enrico Mazzoni, Dario Fabiani

  
Thanks/Congratulation to everybody
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How the data can be accessed

● Users can access produced data into SuperB storage 
central repository at CNAF

● A simple Command Line Interface tool has been 
provided permitting the creation of data file list

– Parametric data selection per Geom., Generator etc. 
● Future plan includes the development of web based 

tool permitting data monitor and selection
● See L. Tomassetti talk in Parallel Comp. session Wed. 16-17:30  
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Data analysis and validation

shielded

unshielded

Hz/cm^2

Hz/cm^2

StripA

StripA

Strip
B

Strip
B

FullSim and FastSim data analysis and validation is started

Contributions by E. Manoni and M. Munerato
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SuperB R&D Computing WS

● Held in Ferrara, 9-12 March 2009, IUSS Univ. center
● Participation was larger than expected: nearly 50 

registered participants from various countries:
– several experts from CERN, SLAC, DESY, …

● a few remote presentations 

● The workshop succeeded in terms 

of interest shown by participations 

and achievement of the original goals 
● All talks have been streamed online
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Goals and outcomes
● Goals:

– identify the key aspects we should work on in the R&D 
phase:

● the “known known”: how shall we attack the main problems 
we are already aware of (i.e.: BaBar code legacy) ?

● the “known unknown”: what are the key issues we should 
explore ? the ones that might have the largest impact on the 
design of our computing model ?

– discuss what are the R&D activities that can be carried out 
in a time-scale of 9 to 15 months

● Outcome (to be finalized in a few weeks)
– document describing the SuperB R&D plan, specifying: 

motivations, deliverables, timeline, resources needed
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Workshop topics

●  All the key topics for the SuperB computing model 
have been covered:

– Impact of new CPU architectures, software architectures 
and frameworks

– Code development: languages, tools, standards and QA
– Persistence, data handling models and databases
– Distributed Computing
– User tools and interfaces
– Performance and efficiency of large data storage
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SuperB R&D Computing WS

● working groups have been formed, the outcome of 
the discussions, i.e. the R&D baseline proposals,  
were reported in detail in the closeout session
– See: http://agenda.infn.it/conferenceDisplay.py?confId=2241

● What next ? 
– draft of working groups proposed R&D activities will be 

finalized in two weeks
● with indication of expertise and man power requirements 

– definition of priorities and timescale will follow
– a planning document will eventually be released to be 

discussed and agreed upon  
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Main goals for this meeting

● discuss the follow up of the R&D workshop and 
status of white papers 

– Comp. Tue. 2pm session
● discuss how to facilitate the distribution of simulation 

data for subsequent user analysis on remote sites
– Comp. Wed. 16 - 17:30am session

● define the future production goals and timeline 
– Comp+Det+Phys. Thu. 2 pm session

● discuss the experience an the perspective of 
distributed production with the site contacts

– See: parallel Comp. Session on Thu 16:00 - 17:30 
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BACKUP
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Distributed resources



CNAF status

 CPU resources have been accessed via Virtual Machine worker node 
technology

 The production central repository have been accessed via GPFS 
and SRM (StoRM) systems

 SuperB Bookkeeping DB accessed by jobs via RESTfull interface

 Grid job submission manager via GANGA from User Interface

 The production relied on the following Grid services:
 

Logical File Catalog (LFC)
Authentication and Authorization service 
Virtual Organization Manager System (VOMS)
Job brokering and monitoring, Workload Manager System (WMS) 

 


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26

