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The magnetic moment

I The magnetic moment ~µ determines the shift of a particle’s
energy in the presence of a magnetic field ~B

V = −~µ · ~B

I The intrinsic spin ~S of a particle contributes

~µ = g
( e

2m

)
~S

with electric charge e, particle mass m, and Landé factor g .
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Stern & Gerlach, 1922

I Send silver atoms through non-uniform
magnetic field, ~F = −~∇V

I Atoms electrically neutral ⇒ spin effects
can dominate

~B = 0 ~B 6= 0

I Silver has single 5s electron and fully filled shells below ⇒ observe µ
of the electron

I ~B 6= 0: two distinct lines ⇒ quantized spin, distance of lines ⇒ ge
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The anomalous magnetic moment

I 1924: Stern and Gerlach measured ge = 2.0(2)

I 1928: Dirac shows that relativistic quantum mechanics yields
ge = 2

I 1947 (Phys. Rev. 72 1256, November 3): Kusch & Foley
(Columbia) measure ge = 2.00229(8) in the Zeeman spectrum
of gallium

I 1947 (Phys. Rev. 73 416, December 30): Schwinger calculates
lowest-order radiative photon correction within quantum field
theory (QFT): ge = 2 + α/π = 2.00232 . . .

Define anomalous magnetic moment ae = (ge − 2)/2
exhibiting effects of QFT
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The anomalous magnetic moment

I In QFT a can be expressed in terms of scattering of particle
off a classical photon background

For external photon index µ with momentum q the scattering
amplitude can be generally written as

(−ie)

[
γµF1(q2) +

iσµνqν

2m
F2(q2)

]

with F2(0) = a.
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There is a tension of 3.7σ for the muon

aE821
µ − aSM

µ = 27.4 (2.7)︸︷︷︸
HVP

(2.6)︸︷︷︸
HLbL

(0.1)︸︷︷︸
other

(6.3)︸︷︷︸
E821

×10−10

Hadronic Vacuum Polarization (HVP)

Hadronic Light-by-Light (HLbL)

There is also a −2.4σ tension for the electron, topic for another talk
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New experiment: Fermilab E989

aE821µ − aSMµ = 27.4 (2.7)︸︷︷︸
HVP

(2.6)︸︷︷︸
HLbL

(0.1)︸︷︷︸
other

(6.3)︸︷︷︸
E821

×10−10

δaE989, 2019µ = 4.5× 10−10 , δaE989, 2021µ = 1.6× 10−10

Need to improve uncertainties on HVP and HLbL contributions
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Statistics Run 1 in 2018 and Run 2 in 2019 and projection (talk by
C. Ferrari in Saclay 2019):

30

Conclusions

• The new E989 experiment at Fermilab will 
measure the anomaly 𝑎𝜇 of the muon to 4x 
the precision than BNL exp (140 ppb)

• The experiment is tacking data: 3 X BNL 
statistic has been already collected in Run 
1 and Run 2.

• Reduction of systematic uncertainties, due 
to laser system, segmented calorimeters, 
trackers.. 

• Improved gain stability to achieve the 
challenging precision of 20 ppb on the wa
measurement

• Accurate absolute magnetic field 
measurement (trolley runs, new NMR 
probes)

• Analysis of Run1 going on: 6 datasets 
to be studied independently and 
combined

• Run 3 is about to start

C. Ferrari - g-2 Fermilab E989 experiment: Status report 
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Run 1 fit (talk by N. Tran at FPCP 2019):

Boston University College of Arts & Sciences

ωa in Run 1

 21

PRELIMINARY

PRELIMINARY

FFT of fit residualsN(t) = N0e
�t/⌧ [1 � A cos (!at + �)]

<latexit sha1_base64="wOalYiH7AQexAtldPFY9KT5KpOU=">AAACUXicdVFNj9MwEHXD19IFtsCRy4gKqQhtScquoAekBS6cVotEd1eqQ+S4k8ZaJ47sCaKK8hc5wIn/wYUDCLcpEiAYyfLTe/PheU4rrRyF4ZdecOnylavXdq73d2/cvLU3uH3n1JnaSpxJo409T4VDrUqckSKN55VFUaQaz9KLV2v97D1ap0z5llYVxoVYlipTUpCnkkF+PKKH8Bw44QfatGssLtrmOGnCtgV81+zTY06iboFrzGgOEezDC+DSuI4ZATcFLkXSiBYIHgGvcgXcqmXuO3d3DJAMhuE4mkbTw0PowHSyBQdTiMbhJoZsGyfJ4BNfGFkXWJLUwrl5FFYUN8KSkhrbPq8dVkJeiCXOPSxFgS5uNiu08MAzC8iM9ack2LC/VzSicG5VpD6zEJS7v7U1+S9tXlP2LG5UWdWEpewGZbUGMrC2FxbKoiS98kBIq/xbQebCCkn+E/rehF+bwv/B6WQcPRlP3hwMj15u7dhh99h9NmIRe8qO2Gt2wmZMso/sK/vOfvQ+974FLAi61KC3rbnL/ohg9ycU6bGl</latexit>

Relative unblinding of 6 groups for a data subset (“60 hours dataset”)
successful.
First results will possibly be published in second quarter of 2020
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HLbL contribution



Current HLbL value is model estimate

Contributions to aHLbL
µ × 1010

PdRV09 JN09 FJ17
π0, η, η′ 11.4(1.3) 9.9(1.6) 9.5(1.2)
π,K loops -1.9(1.9) -1.9(1.3) -2.0(5)
axial-vector 1.5(1.0) 2.2(5) 0.8(3)

scalar -0.7(7) -0.7(2) -0.6(1)
quark loops 0.2 (charm) 2.1(3) 2.2(4)

tensor 0.1(0)
NLO 0.3(2)
Total 10.5(4.9) 11.6(3.9) 10.3(2.9)

10.5(2.6) (quadrature)

Potential double-counting and ad-hoc uncertainties
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Two new avenues for a model-independent value for the HLbL

�
����

H
HHHj

Dispersive analysis +
Experimental/lattice input Direct lattice calculation

Figure 1. Unitarity diagrams according to the Mandelstam representation. Crossed diagrams are omitted.

where the Ti are known kernel functions, the Π̄i suitable linear combinations of the BTT Πi, and the
Euclidean momenta are given by [30]

Q21,2 =
Σ

3

(
1 − r

2
cos φ ∓ r

2
√
3 sin φ

)
, Q23 =

Σ

3
(1 + r cosφ) . ���

There are only 6 distinct functions Π̄i, the remaining ones are again related to these by crossing
symmetry. It suffices to calculate the Π̄i in the kinematic limit where q4 → 0, the transition to (g− 2)µ
then proceeds by means of Eq.(6).

4 Mandelstam representation
Although the scalar functions in the master formula Eq.(6) are needed only for the reduced kinematics
where the limit q4 → � LV WDNHQ� ZH GH¿QH WKH GLVSHUVLRQ UHODWLRQ LQ WKH 0DQGHOVWDm variables of
the four-point function with general kinematics and evaluate it only afterwards for the special case
q4 → 0. This procedure has the following advantage: the HLbL contribution to (g − 2)µ splits into
contributions from diffHUHQW WRSRORJLHV �VKRZQ LQ ¿J� ��� HDFK RI WKHP OLQNHG WR D VSHFL¿F VXE�SURFHVV�
which is either data input or again a dispersively reconstructed quantity. These different contributions
are discussed in the following.
Gauge invariance, encoded in the BTT decomposition, leads to Lorentz structures T µνλσi of mass

dimension 4, 6, and 8. Hence, we expect the scalar functions Πi to be rather strongly suppressed at
high energies. Thus we write down unsubtracted double-spectral (Mandelstam) representations for the
Πi [35], i.e. parameter-free dispersion relations. The input to the dispersion relation are the residues
at poles (due to single-particle intermediate states) and the discontinuities along branch cuts (due to
WZR�SDUWLFOH LQWHUPHGLDWH VWDWHV�� %RWK DUH GH¿QHG E\ WKH Xnitarity relation, in which the intermediate
states are always on-shell. We neglect contributions from intermediate states consisting of more than
two particles in the primary cut. Heavier intermediate states are expected to be suppressed by higher
thresholds and smaller phase space, in agreement with the outcome of model calculations.

7KH ¿UVW WRSRORJ\ LQ ¿J� � FRQVLVWV RI WKH SLRQ SROH� i.e. the terms arising from a single pion
intermediate state. This contribution is well-known [34] and given by

Π̄
π0-pole
1 = −Fπ0γ∗γ∗

(−Q21,−Q22
)Fπ0γ∗γ∗

(−Q23, 0
)

Q23 + M2π
,

Π̄
π0-pole
2 = −Fπ0γ∗γ∗

(−Q21,−Q23
)Fπ0γ∗γ∗

(−Q22, 0
)

Q22 + M2π
, (8)

where Fπ0γ∗γ∗ denotes the pion transition form factor (for off-shell photons but an on-shell pion).
7KH RWKHU WRSRORJLHV LQ ¿J� � DUH REWDLQHG E\ VHOHFWLQJ WZR�Sion intermediate states in the primary

cut. The sub-process γ∗γ∗ → ππ is again cut in the crossed channel. If we single out the pion-
pole contribution in both of the sub-processes, we obtain the box topologies for HLbL. For higher

4
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. . .

How to estimate uncertainty
of truncation of cuts/states?

7 quark-level topologies

10 / 51



Dispersive analysis - recent results

I JHEP1704(2017)161 (Colangelo et al.): Pion-box plus S-wave rescattering

aπ−box
µ + aππ,π−pole LHC ,J=0

µ = −2.4(1)× 10−10

I PRL121(2018)112002 (Hoferichter et al.); 1808.04823: Pion-pole contribution

aπ−pole
µ = 6.26(30)× 10−10 reconstructing π → γ∗γ∗ form factor from

e+e− → 3π, e+e−π0 and π0 → γγ width

I PRD100(2019)034520 (Mainz): Pion-pole contribution

aπ−pole
µ = 6.23(23)× 10−10 (Lattice+Dispersive FF normalization by PrimEx)

Combining these results one finds: aπ−pole
µ + aπ−box

µ + aππµ = 3.9(3)× 10−10

Further estimates: aη,η
′

µ ≈ 3× 10−10, aaxial vector
µ ≈ 1× 10−10,

ashort distance
µ ≈ 1× 10−10

Control of truncation error very important. Best current approach using large-Nc
Regge models: arXiv:1910.13432, Colangelo et al.
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7 quark-level topologies of direct lattice calculation

Hierarchy imposed by QED charges of dominant up- and down-quark contribution

Q4
u + Q4

d = 17/81 (Q2
u + Q2

d )2 = 25/81

(Q3
u + Q3

d )(Qu + Qd ) = 9/81

(Q2
u + Q2

d )(Qu + Qd )2 = 5/81

(Qu + Qd )4 = 1/81

Further insight for magnitude of individual topologies can be gained by studying
long-distance behavior of QCD correlation functions (Bijnens, RBC, . . .)
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7 quark-level topologies of direct lattice calculation

Hierarchy imposed by QED charges of dominant up- and down-quark contribution

Q4
u + Q4

d = 17/81 (Q2
u + Q2

d )2 = 25/81

(Q3
u + Q3

d )(Qu + Qd ) = 9/81

(Q2
u + Q2

d )(Qu + Qd )2 = 5/81

(Qu + Qd )4 = 1/81

Dominant diagrams in top row: connected and leading disconnected diagram

Further insight for magnitude of individual topologies can be gained by studying
long-distance behavior of QCD correlation functions (Bijnens, RBC, . . .)
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PRD93(2015)014503 (Blum, Christ, Hayakawa, Izubuchi, Jin, and CL):

New sampling strategy with 10x reduced noise for same cost (red versus black):

Mµ
LbL(q) remains constant, if we try to extract F2(q2) using Eq ???, the noise for F2(q2) would still

go like 1/ q. This can be a serious problem because we are really interested in the value of F2(q
2)

in the q→0 limit. Since we always evaluate the amplitude at q =2π/L, the noise for F2(q2) would
be proportion to L.

xsrc xsnky′, σ′ z′, ν′ x′, ρ′

xop, µ

z, ν

y, σ x, ρ

xsrc xsnky′, σ′ z′, ν′ x′, ρ′

xop, µ

z, ν

y, σ x, ρ

xsrc xsnky′, σ′ z′, ν′ x′, ρ′

xop, µ

z, ν

y, σ x, ρ

Figure 22. All three different possible insertions for the external photon. They are equal to each other
after stochastic average. Just like Fig ???, 5 other possible permutations of the three internal photons are
not shown. (L) This is the diagram that we have already calculated. (M) We need to compute sequential
source propagators at xop for each polarizations of the external photon. (R) We also need to compuate
sequential source propagators at xop, but with the external photon momentum in opposite direction, since
we need use γ5-hermiticity to reverse the direction of the propagators, which reverses the momentum of the
external photon as well.

The reason that amplitude is proportion to q is the external photon is couple to a conserved
current of a quark loop. Current conservation ensures that the amplitude vanishes if the external
momentum is zero. Although we implemented exact conserved current at xop and sum it over the
entire space time in the method described above, we didn’t compute all three possible insertions for
the external photon. So the current is only truly conserved after stochastic average over x and y. As
a result, the noise would not be zero when q =0. To fix this, we just need to compute all diagrams
in above figure, then the noise would be proportion to q as well.1 These additional diagrams are
also computationally accessible. We only need to compute sequential propagators for each possible
polarizations and momentums of the external photon. We normally compute three polarization
directions x, y, and t, which are perpendicular to the direction of the external momentum z. This
would be six times more work for the quark loop part of the computation, but the cost for the
muon part remains unchanged. We can adjust M to rebalance the cost, so the over all cost increase
might not be significant but the potential gain can be large especially in a large volume.

There is also another trick. When we sum over z to get the exact photon, we don’t have to sum over
the entire volume, instead, we only sum over the region where |x− y |< |x−z | and |x− y |< |y −z |.2
This trick will enhance the signal in short distance but suppress signal and noise in long distance
where the distance. This trick is called MinDis in the tables blow.

4.1 Zero Total Current Prove

Here we try to prove that the sum of a conserved current is zero if it vanishes at the boundary.

Given:

∂µjµ = 0, (19)

1. Although the current conservation is exact, in finite lattice with periodic boundry condition, around the world
effects will contribute to the noise even when the external momentum is zero. But this noise is suppressed expo-
nentially in the large volume limit. In summary, in the small q and large volume limit, the noise is roughly
O(q)+ O

(
e−mπL/2

)
.

2. We need multiply some different factors when two edges happened to have the same length.

19

Figure 9. A comparison of the results for F2(q
2)/(α/π)3 obtained in the original lattice QCD

cHLbL calculation [17] (diamonds) with those obtained on the same gauge field ensemble using the

moment method presented here (circles). The points from the original subtraction method with

q2 = (2π/24)2 = (457MeV)2 were obtained from 100 configurations and the evaluation of 81,000

point-source quark propagators for each value of the source-sink separation tsep. In contrast, the

much more statistically precise results from the moment method required a combined 26,568 quark

propagator inversions for both values of tsep and correspond to q2 = 0. The moment method value

for tsep = 32 is listed in Tab. IX.

make use of the most effective of the numerical strategies discussed above: the use of exact

photon propagators and the position-space moment method to determine F2 evaluated at

q2 = 0. Since these calculations are less computationally costly than those for QCD we

can evaluate a number of volumes and lattice spacings (all specified with reference to the

muon mass) and examine the continuum and infinite volume limits. We can then compare

our results, extrapolated to vanishing lattice spacing and infinite volume, with the known

result calculated in standard QED perturbation theory [33, 34]. This QED calculation both

serves as a demonstration of the capability of lattice methods to determine such light-by-light

scattering amplitudes and as a first look at the size of the finite-volume and non-zero-lattice-

spacing errors.

In Fig. 10 we show results for F2(0) computed for three different lattice spacings, i.e.

39

�
�
���

A
A
AAU

Stochastically evaluate the sum over vertices x and y :

I Pick random point x on lattice

I Sample all points y up to a specific distance r = |x − y |
I Pick y following a distribution P(|x − y |) that is peaked at short distances
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PRL118(2016)022005 (Blum, Christ, Hayakawa, Izubuchi, Jin, Jung, and CL):

I Calculation at physical pion mass with finite-volume QED prescription (QEDL)
at single lattice cutoff of a−1 = 1.73 GeV and lattice size L = 5.5 fm.

I Connected diagram:

acHLbL
µ = 11.6(0.96)× 10−10

I Leading disconnected diagram:

adHLbL
µ = −6.25(0.80)× 10−10

I Large cancellation expected from pion-pole-dominance considerations is realized:
aHLbL
µ = acHLbL

µ + adHLbL
µ = 5.35(1.35)× 10−10

Potentially large systematics due to finite-volume QED!
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First lattice HLbL calculation with controlled systematics:
arXiv:1911.08123

The hadronic light-by-light scattering contribution to the muon anomalous magnetic
moment from lattice QCD
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We report the first result for the hadronic light-by-light scattering contribution to the muon

anomalous magnetic moment with all errors systematically controlled. Several ensembles using

2+1 flavors of physical mass Möbius domain-wall fermions, generated by the RBC/UKQCD col-

laborations, are employed to take the continuum and infinite volume limits of finite volume lattice

QED+QCD. We find aHLbL

µ = 7.20(3.98)stat(1.65)sys ◊ 10≠10
. Our value is consistent with previous

model results and leaves little room for this notoriously difficult hadronic contribution to explain

the difference between the Standard Model and the BNL experiment.

I. INTRODUCTION

The anomalous magnetic moment of the muon is provid-
ing an important test of the Standard Model. The cur-
rent discrepancy between experiment and theory stands
between three and four standard deviations. An ongo-
ing experiment at Fermilab (E989) and one planned at
J-PARC (E34) aim to reduce the uncertainty of the BNL
E821 value [1] by a factor of four, and similar e�orts are
underway on the theory side [2–30]. A key part of the
latter is to compute the hadronic light-by-light (HLbL)
contribution from first principles using lattice QCD [31–
37]. Such a calculation, with all errors under control, is
crucial to interpret the anticipated improved experimen-
tal results.

The magnetic moment is an intrinsic property of a spin-
1/2 particle, and is defined through its interaction with
an external magnetic field B, Hint = ≠µ · B. Here

µ = ≠g
e

2m
S, (1)

where S is the particle’s spin, q and m are the elec-
tric charge and mass, respectively, and g is the Landé
g-factor. The Dirac equation predicts that g = 2, ex-
actly, so any di�erence from 2 must arise from interac-
tions. Lorentz and gauge symmetries tightly constrain

ú ljin.luchang@gmail.com

the form of the interactions,

Èµ(pÕ)|J‹(0)|µ(p)Í =

≠eū(pÕ)
3

F1(q2)“‹ + i
F2(q2)

4m
[“‹ , “fl]qfl

4
u(p), (2)

where J‹ is the electromagnetic current, and F1 and F2
are form factors, giving the charge and magnetic moment
at zero momentum transfer (q = pÕ

≠ p = 0), or static
limit. u(p) and ū(p) are Dirac spinors. The anomalous
part of the magnetic moment is given by F2(0) alone, and
is known as the anomaly,

aµ © (g ≠ 2)/2 = F2(0). (3)

The desired matrix element in (2) is extracted in quan-
tum field theory from a correlation function of fields as
depicted in the Feynman diagrams shown in Fig. 1. Here
we work in coordinate (Euclidean) space and use Lattice
QCD for the hadronic part which is intrinsically non-
perturbative. QED is treated using the same discrete,
finite, lattice as used for the hadronic part, while we re-
move the spatial zero modes of the photon propagator.
This method is called QEDL [38]. It is perturbative with
respect to QED, i.e, only diagrams where the hadronic
part is connected to the muon by three photons enter the
calculation.

II. QEDL METHOD

Here the muon, photons, quarks, and gluons are treated
on a finite, discrete lattice. The method is described in
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Lattice QCD ensembles at physical pion mass:

3

III. LATTICE SETUP

The simulation parameters are given in Tab. I. All parti-
cles have their physical masses (isospin breaking for the
up and down quark masses is not included). The dis-
crete Dirac operator is known as the (Möbius) domain
wall fermion ((M)DWF)) operator. Similarly the dis-
crete gluon action is given by the plaquette plus rectangle
Iwasaki gauge action. Additionally, three ensembles with
larger lattice spacing employ the dislocation-suppressing-
determinant-ratio (DSDR) to soften explicit chiral sym-
metry breaking e�ects for MDWFs [39]. We use All Mode
Averaging (AMA) [44] and Multi-grid Lanczos [45] tech-
niques to speed up the fermion propagator generation.
The muons and photons take discrete free-field forms.
The muons are DWFs with infinite size in the extra fifth
dimension, and the photons are non-compact in the Feyn-
man gauge. In the latter all modes with q = 0 are
dropped, a finite volume formulation of QED known as
QEDL [38].

48I 64I 24D 32D 48D 32Dfine
a≠1 (GeV) 1.730 2.359 1.015 1.015 1.015 1.378
a (fm) 0.114 0.084 0.194 0.194 0.194 0.143
L (fm) 5.47 5.38 4.67 6.22 9.33 4.58
Ls 48 64 24 24 24 32

mfi (MeV) 139 135 142 142 142 144
mµ (MeV) 106 106 106 106 106 106
# meas con 65 43 157 70 8 55

# meas discon 104 44 156 69 0 55

TABLE I. 2+1 flavors of MDWF gauge field ensembles gen-
erated by the RBC/UKQCD collaborations [40]. The lattice
spacing a, spatial extent L, extra fifth dimension size Ls,
muon pion mass mfi, and number of QCD configuration used
for the connected and the disconnected diagrams.

IV. RESULTS

Before moving to the hadronic case, the method was
tested in pure QED [32]. Results for several lattice spac-
ings and box sizes are shown in Fig. 4. The systematic
uncertainties are large, but under control. Note that the
finite volume errors are polynomial in 1/L and not ex-
ponential, due to the photons which interact over a long
range. The data are well fit to the form
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46.9(2)stat ◊ 10≠10 for the case where the lepton mass
in the loop is the same as the muon mass, which is quite
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Our physical point calculation [33] started on the 483,
a≠1 = 1.730 GeV, Iwasaki ensemble listed in the first col-
umn of Tab. I, for which we found acon

µ = 11.60(0.96)stat◊
10≠10, adiscon

µ = ≠6.25(0.80)stat ◊ 10≠10, and atot
µ =
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III. LATTICE SETUP

The simulation parameters are given in Tab. I. All parti-
cles have their physical masses (isospin breaking for the
up and down quark masses is not included). The dis-
crete Dirac operator is known as the (Möbius) domain
wall fermion ((M)DWF)) operator. Similarly the dis-
crete gluon action is given by the plaquette plus rectangle
Iwasaki gauge action. Additionally, three ensembles with
larger lattice spacing employ the dislocation-suppressing-
determinant-ratio (DSDR) to soften explicit chiral sym-
metry breaking e�ects for MDWFs [39]. We use All Mode
Averaging (AMA) [44] and Multi-grid Lanczos [45] tech-
niques to speed up the fermion propagator generation.
The muons and photons take discrete free-field forms.
The muons are DWFs with infinite size in the extra fifth
dimension, and the photons are non-compact in the Feyn-
man gauge. In the latter all modes with q = 0 are
dropped, a finite volume formulation of QED known as
QEDL [38].

48I 64I 24D 32D 48D 32Dfine
a≠1 (GeV) 1.730 2.359 1.015 1.015 1.015 1.378
a (fm) 0.114 0.084 0.194 0.194 0.194 0.143
L (fm) 5.47 5.38 4.67 6.22 9.33 4.58
Ls 48 64 24 24 24 32

mfi (MeV) 139 135 142 142 142 144
mµ (MeV) 106 106 106 106 106 106
# meas con 65 43 157 70 8 55

# meas discon 104 44 156 69 0 55

TABLE I. 2+1 flavors of MDWF gauge field ensembles gen-
erated by the RBC/UKQCD collaborations [40]. The lattice
spacing a, spatial extent L, extra fifth dimension size Ls,
muon pion mass mfi, and number of QCD configuration used
for the connected and the disconnected diagrams.

IV. RESULTS

Before moving to the hadronic case, the method was
tested in pure QED [32]. Results for several lattice spac-
ings and box sizes are shown in Fig. 4. The systematic
uncertainties are large, but under control. Note that the
finite volume errors are polynomial in 1/L and not ex-
ponential, due to the photons which interact over a long
range. The data are well fit to the form
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Our physical point calculation [33] started on the 483,
a≠1 = 1.730 GeV, Iwasaki ensemble listed in the first col-
umn of Tab. I, for which we found acon

µ = 11.60(0.96)stat◊
10≠10, adiscon

µ = ≠6.25(0.80)stat ◊ 10≠10, and atot
µ =

3

III. LATTICE SETUP

The simulation parameters are given in Tab. I. All parti-
cles have their physical masses (isospin breaking for the
up and down quark masses is not included). The dis-
crete Dirac operator is known as the (Möbius) domain
wall fermion ((M)DWF)) operator. Similarly the dis-
crete gluon action is given by the plaquette plus rectangle
Iwasaki gauge action. Additionally, three ensembles with
larger lattice spacing employ the dislocation-suppressing-
determinant-ratio (DSDR) to soften explicit chiral sym-
metry breaking e�ects for MDWFs [39]. We use All Mode
Averaging (AMA) [44] and Multi-grid Lanczos [45] tech-
niques to speed up the fermion propagator generation.
The muons and photons take discrete free-field forms.
The muons are DWFs with infinite size in the extra fifth
dimension, and the photons are non-compact in the Feyn-
man gauge. In the latter all modes with q = 0 are
dropped, a finite volume formulation of QED known as
QEDL [38].
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TABLE I. 2+1 flavors of MDWF gauge field ensembles gen-
erated by the RBC/UKQCD collaborations [40]. The lattice
spacing a, spatial extent L, extra fifth dimension size Ls,
muon pion mass mfi, and number of QCD configuration used
for the connected and the disconnected diagrams.

IV. RESULTS

Before moving to the hadronic case, the method was
tested in pure QED [32]. Results for several lattice spac-
ings and box sizes are shown in Fig. 4. The systematic
uncertainties are large, but under control. Note that the
finite volume errors are polynomial in 1/L and not ex-
ponential, due to the photons which interact over a long
range. The data are well fit to the form
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Our physical point calculation [33] started on the 483,
a≠1 = 1.730 GeV, Iwasaki ensemble listed in the first col-
umn of Tab. I, for which we found acon

µ = 11.60(0.96)stat◊
10≠10, adiscon

µ = ≠6.25(0.80)stat ◊ 10≠10, and atot
µ =
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Connected diagram (QCD+QED):

4

5.35(1.35)stat � 10�10 for the connected, leading dis-
connected, and total HLbL contributions to the muon
anomaly, respectively. The errors quoted are purely sta-
tistical. We have since improved the statistics on the
leading disconnected diagram with measurements on 39
additional configurations, and the contribution becomes
�6.03(60)�10�10. Since then we have computed on sev-
eral additional ensembles in order to take the continuum
and infinite volume limits (see Tab. I).

The results are displayed in Fig. 6 along with curves ob-
tained with the following equation:

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (5)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

where aI, aD represent the lattice spacings for the Iwasaki
and I-DSDR ensembles respectively. For the Iwasaki en-
sembles, we define the variable aD to be zero and vice
versa. Therefore the lattice spacing is always equal to
a = aI + aD. We allow di�erent a2 coe�cients for
the Iwasaki and I-DSDR ensembles as the gauge ac-
tions are di�erent. The lattice spacings for the I-DSDR
ensembles are not small enough to allow us to ignore
the a4 e�ects, and therefore we include them in the fit.
As we only have two lattice spacings for the I-DSDR
ensembles, with both a2 and a4 e�ects unknown, we
cannot extrapolate to the continuum just with the I-
DSDR ensembles. Therefore, based on this fit form,
the continuum limit is obtained from the two Iwasaki
ensembles, and the I-DSDR ensembles are used to ob-
tain the volume dependence only. In particular, the
32Dfine ensemble does not a�ect the fitted aµ at all. It
only helps to determine the parameter cD2 , which pro-
vides evidence for the size of the potential O(a4) sys-
tematic errors. We find for the connected, disconnected,
and total contributions, acon

µ = 23.76(3.96)stat(4.89)sys �
10�10, adiscon

µ = �17.12(3.46)stat(4.41)sys � 10�10, atot
µ =

6.80(4.65)stat(1.56)sys �10�10, respectively. For the total
contribution, we fit the total contribution for each ensem-
ble, which is slightly di�erent from the sum of the fitted
results from the connected and the disconnected parts.
Notice there is a large cancellation between the connected
and disconnected diagrams that persists for a � 0 and
L � �, so even though the individual contributions are
relatively well resolved, the total is not. The cancella-
tion is expected since hadronic light-by-light scattering
at long distance is dominated by the �0 which contributes
to both diagrams, but with opposite sign [35, 42, 43]. No-
tice also that the a2 and 1/L2 corrections are individually
large but also tend to cancel in the sum.

The systematic errors mostly result from the higher or-
der discretization and finite volume e�ects which are not
included in the fitting formula Eq. (5). We therefore
estimate the errors through the change of the results af-
ter adding a corresponding term in the fitting formula.
For O(1/L3), we add another 1/(mµL)3 term with the

con discon tot

aµ 23.76(3.96) -17.12(3.46) 6.80(4.65)
sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.88(0.53) 0.83(0.46) 1.08(0.98)

sys O(a2 log(a2)) 0.21(0.18) 0.28(0.14) 0.06(0.21)
sys O(a2/L) 4.18(2.37) 3.93(2.30) 0.50(2.38)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 4.89(2.17) 4.41(2.15) 1.56(0.90)

TABLE II. Central value and various systematic errors. Num-
bers in parentheses are statistical error for the corresponding
values.

con discon tot

aµ 24.16(2.30) -17.12(3.46) 7.20(3.98)
sys hybrid O(a2) 0.20(0.45) 0 0.20(0.45)

sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.93(0.32) 0.83(0.46) 1.07(0.97)

sys O(a2 log(a2)) 0.23(0.08) 0.05(0.16) 0.05(0.16)
sys O(a2/L) 4.43(1.38) 3.93(2.30) 0.72(2.06)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 5.12(1.32) 4.41(2.15) 1.65(1.13)

TABLE III. Central value and various systematic errors, use
the hybrid continuum limit for the connected diagrams. Num-
bers in parentheses are statistical error for the corresponding
values.

same coe�cient as the 1/(mµL)2 term. For O(a4) ef-
fects, we add an a4 term also for the Iwasaki ensembles
with coe�cient similar to the I-DSDR ensembles. For
O(a2 log(a2)) e�ects, we multiply the discretization ef-
fect terms in Eq. (5) by (1 � (�S/�) log(a2 GeV)). For
O(a2/L), we multiply the discretization e�ect terms in
Eq. (5) by (1 � 1/(mµL)). In addition, for the only two
contributions which we have not included in the present
HLbL calculation: (a) strange quark contribution to the
connected diagrams; (b) sub-leading disconnected dia-
grams’ contribution. We have performed lattice calcula-
tions with the QED� approach [47] on the 24D ensemble
to estimate the systematic errors. These systematic er-
rors are added in quadrature and summarized in Tab. II.
In the supplementary materials, these systematic errors
are discussed in more detail.

While the large relative error on the total is a bit unsat-
isfactory, we emphasize that our result represents an im-
portant estimate on the hadronic light-by-light scattering
contribution to the muon anomaly, with all systematic er-
rors controlled. It appears that this contribution cannot
bring the Standard Model and the E821 experiment in
agreement.
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FIG. 6. Infinite volume extrapolation. Connected (top), dis-
connected (middle), and total (bottom). We have use the
hybrid method to calculate the continuum limit for the con-
nected contribution.

In fact we can do even a bit better with the data on
hand. As seen in Fig. 5, which shows the cumulative
sum of all contributions up to a given separation of the
two sampled currents in the hadronic loop, the total con-
nected contribution saturates at a distance of about 1
fm for all ensembles. This suggests the region r >≥ 1
fm adds mostly noise and little signal, and the situation
gets worse in the limits. A more accurate estimate can
be obtained by taking the continuum limit for the sum
up to r = 1 fm, and above that by taking the contri-
bution from the relatively precise 483 ensemble. We in-
clude a systematic error on this long distance part since
it is not extrapolated to a = 0. The infinite volume
limit is taken as before. This hybrid procedure yields
acon
µ = 24.16(2.30)stat(5.12)sys ◊ 10≠10, with a statisti-

cal error that is roughly 2◊ smaller and the additional
O(a2) systematic error from the hybrid procedure is only
0.20 ◊ 10≠10. Unfortunately a similar procedure for the
disconnected diagram is not reliable, as can be seen in the
lower panel of Fig. 5. The cumulative plots do not reach

plateaus around 1 fm, but instead tend to fall signifi-
cantly up to 2 fm, or more. Once the cut moves beyond
1 fm it is no longer e�ective. The di�erent behavior be-
tween the two stems from the di�erent sampling strate-
gies used for each [32]. Using the improved connected
result, we find our final result for QEDL,

atot
µ = 7.20(3.98)stat(1.65)sys ◊ 10≠10, (6)

where the error is mostly statistical. We also include
all systematic errors added in quadrature, including the
hybrid O(a2) error of the connected diagram. The sys-
tematic errors are summarized in Tab. III.

V. SUMMARY AND OUTLOOK

We have presented results for the hadronic light-by-light
scattering contribution to the muon g ≠ 2 from Lattice
QCD+QED calculations with all errors under control.
Large discretization and finite volume corrections are ap-
parent but under control, and the value in the continuum
and infinite volume limits is compatible with previous
model and dispersive treatments, albeit with a large sta-
tistical error. Despite the large error, which results after
a large cancellation between quark- connected and dis-
connected diagrams, our calculation suggests that light-
by-light scattering can not be behind the approximately
3.7 standard deviation discrepancy between the Standard
Model and the BNL experiment E821. Future calcula-
tions will reduce the error significantly. The calculations
presented here strengthen the much anticipated test of
the Standard Model from the new experiments at Fermi-
lab and J-PARC, with the former planning to announce
first results near the beginning of 2020.
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Leading disconnected diagram (QCD+QED):

4

5.35(1.35)stat � 10�10 for the connected, leading dis-
connected, and total HLbL contributions to the muon
anomaly, respectively. The errors quoted are purely sta-
tistical. We have since improved the statistics on the
leading disconnected diagram with measurements on 39
additional configurations, and the contribution becomes
�6.03(60)�10�10. Since then we have computed on sev-
eral additional ensembles in order to take the continuum
and infinite volume limits (see Tab. I).

The results are displayed in Fig. 6 along with curves ob-
tained with the following equation:

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (5)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

where aI, aD represent the lattice spacings for the Iwasaki
and I-DSDR ensembles respectively. For the Iwasaki en-
sembles, we define the variable aD to be zero and vice
versa. Therefore the lattice spacing is always equal to
a = aI + aD. We allow di�erent a2 coe�cients for
the Iwasaki and I-DSDR ensembles as the gauge ac-
tions are di�erent. The lattice spacings for the I-DSDR
ensembles are not small enough to allow us to ignore
the a4 e�ects, and therefore we include them in the fit.
As we only have two lattice spacings for the I-DSDR
ensembles, with both a2 and a4 e�ects unknown, we
cannot extrapolate to the continuum just with the I-
DSDR ensembles. Therefore, based on this fit form,
the continuum limit is obtained from the two Iwasaki
ensembles, and the I-DSDR ensembles are used to ob-
tain the volume dependence only. In particular, the
32Dfine ensemble does not a�ect the fitted aµ at all. It
only helps to determine the parameter cD2 , which pro-
vides evidence for the size of the potential O(a4) sys-
tematic errors. We find for the connected, disconnected,
and total contributions, acon

µ = 23.76(3.96)stat(4.89)sys �
10�10, adiscon

µ = �17.12(3.46)stat(4.41)sys � 10�10, atot
µ =

6.80(4.65)stat(1.56)sys �10�10, respectively. For the total
contribution, we fit the total contribution for each ensem-
ble, which is slightly di�erent from the sum of the fitted
results from the connected and the disconnected parts.
Notice there is a large cancellation between the connected
and disconnected diagrams that persists for a � 0 and
L � �, so even though the individual contributions are
relatively well resolved, the total is not. The cancella-
tion is expected since hadronic light-by-light scattering
at long distance is dominated by the �0 which contributes
to both diagrams, but with opposite sign [35, 42, 43]. No-
tice also that the a2 and 1/L2 corrections are individually
large but also tend to cancel in the sum.

The systematic errors mostly result from the higher or-
der discretization and finite volume e�ects which are not
included in the fitting formula Eq. (5). We therefore
estimate the errors through the change of the results af-
ter adding a corresponding term in the fitting formula.
For O(1/L3), we add another 1/(mµL)3 term with the

con discon tot

aµ 23.76(3.96) -17.12(3.46) 6.80(4.65)
sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.88(0.53) 0.83(0.46) 1.08(0.98)

sys O(a2 log(a2)) 0.21(0.18) 0.28(0.14) 0.06(0.21)
sys O(a2/L) 4.18(2.37) 3.93(2.30) 0.50(2.38)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 4.89(2.17) 4.41(2.15) 1.56(0.90)

TABLE II. Central value and various systematic errors. Num-
bers in parentheses are statistical error for the corresponding
values.

con discon tot

aµ 24.16(2.30) -17.12(3.46) 7.20(3.98)
sys hybrid O(a2) 0.20(0.45) 0 0.20(0.45)

sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.93(0.32) 0.83(0.46) 1.07(0.97)

sys O(a2 log(a2)) 0.23(0.08) 0.05(0.16) 0.05(0.16)
sys O(a2/L) 4.43(1.38) 3.93(2.30) 0.72(2.06)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 5.12(1.32) 4.41(2.15) 1.65(1.13)

TABLE III. Central value and various systematic errors, use
the hybrid continuum limit for the connected diagrams. Num-
bers in parentheses are statistical error for the corresponding
values.

same coe�cient as the 1/(mµL)2 term. For O(a4) ef-
fects, we add an a4 term also for the Iwasaki ensembles
with coe�cient similar to the I-DSDR ensembles. For
O(a2 log(a2)) e�ects, we multiply the discretization ef-
fect terms in Eq. (5) by (1 � (�S/�) log(a2 GeV)). For
O(a2/L), we multiply the discretization e�ect terms in
Eq. (5) by (1 � 1/(mµL)). In addition, for the only two
contributions which we have not included in the present
HLbL calculation: (a) strange quark contribution to the
connected diagrams; (b) sub-leading disconnected dia-
grams’ contribution. We have performed lattice calcula-
tions with the QED� approach [47] on the 24D ensemble
to estimate the systematic errors. These systematic er-
rors are added in quadrature and summarized in Tab. II.
In the supplementary materials, these systematic errors
are discussed in more detail.

While the large relative error on the total is a bit unsat-
isfactory, we emphasize that our result represents an im-
portant estimate on the hadronic light-by-light scattering
contribution to the muon anomaly, with all systematic er-
rors controlled. It appears that this contribution cannot
bring the Standard Model and the E821 experiment in
agreement.
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FIG. 6. Infinite volume extrapolation. Connected (top), dis-
connected (middle), and total (bottom). We have use the
hybrid method to calculate the continuum limit for the con-
nected contribution.

In fact we can do even a bit better with the data on
hand. As seen in Fig. 5, which shows the cumulative
sum of all contributions up to a given separation of the
two sampled currents in the hadronic loop, the total con-
nected contribution saturates at a distance of about 1
fm for all ensembles. This suggests the region r >≥ 1
fm adds mostly noise and little signal, and the situation
gets worse in the limits. A more accurate estimate can
be obtained by taking the continuum limit for the sum
up to r = 1 fm, and above that by taking the contri-
bution from the relatively precise 483 ensemble. We in-
clude a systematic error on this long distance part since
it is not extrapolated to a = 0. The infinite volume
limit is taken as before. This hybrid procedure yields
acon
µ = 24.16(2.30)stat(5.12)sys ◊ 10≠10, with a statisti-

cal error that is roughly 2◊ smaller and the additional
O(a2) systematic error from the hybrid procedure is only
0.20 ◊ 10≠10. Unfortunately a similar procedure for the
disconnected diagram is not reliable, as can be seen in the
lower panel of Fig. 5. The cumulative plots do not reach

plateaus around 1 fm, but instead tend to fall signifi-
cantly up to 2 fm, or more. Once the cut moves beyond
1 fm it is no longer e�ective. The di�erent behavior be-
tween the two stems from the di�erent sampling strate-
gies used for each [32]. Using the improved connected
result, we find our final result for QEDL,

atot
µ = 7.20(3.98)stat(1.65)sys ◊ 10≠10, (6)

where the error is mostly statistical. We also include
all systematic errors added in quadrature, including the
hybrid O(a2) error of the connected diagram. The sys-
tematic errors are summarized in Tab. III.

V. SUMMARY AND OUTLOOK

We have presented results for the hadronic light-by-light
scattering contribution to the muon g ≠ 2 from Lattice
QCD+QED calculations with all errors under control.
Large discretization and finite volume corrections are ap-
parent but under control, and the value in the continuum
and infinite volume limits is compatible with previous
model and dispersive treatments, albeit with a large sta-
tistical error. Despite the large error, which results after
a large cancellation between quark- connected and dis-
connected diagrams, our calculation suggests that light-
by-light scattering can not be behind the approximately
3.7 standard deviation discrepancy between the Standard
Model and the BNL experiment E821. Future calcula-
tions will reduce the error significantly. The calculations
presented here strengthen the much anticipated test of
the Standard Model from the new experiments at Fermi-
lab and J-PARC, with the former planning to announce
first results near the beginning of 2020.
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FIG. 6. Infinite volume extrapolation. Connected (top), dis-
connected (middle), and total (bottom). We have use the
hybrid method to calculate the continuum limit for the con-
nected contribution.

In fact we can do even a bit better with the data on
hand. As seen in Fig. 5, which shows the cumulative
sum of all contributions up to a given separation of the
two sampled currents in the hadronic loop, the total con-
nected contribution saturates at a distance of about 1
fm for all ensembles. This suggests the region r >≥ 1
fm adds mostly noise and little signal, and the situation
gets worse in the limits. A more accurate estimate can
be obtained by taking the continuum limit for the sum
up to r = 1 fm, and above that by taking the contri-
bution from the relatively precise 483 ensemble. We in-
clude a systematic error on this long distance part since
it is not extrapolated to a = 0. The infinite volume
limit is taken as before. This hybrid procedure yields
acon
µ = 24.16(2.30)stat(5.12)sys ◊ 10≠10, with a statisti-

cal error that is roughly 2◊ smaller and the additional
O(a2) systematic error from the hybrid procedure is only
0.20 ◊ 10≠10. Unfortunately a similar procedure for the
disconnected diagram is not reliable, as can be seen in the
lower panel of Fig. 5. The cumulative plots do not reach

plateaus around 1 fm, but instead tend to fall signifi-
cantly up to 2 fm, or more. Once the cut moves beyond
1 fm it is no longer e�ective. The di�erent behavior be-
tween the two stems from the di�erent sampling strate-
gies used for each [32]. Using the improved connected
result, we find our final result for QEDL,

atot
µ = 7.20(3.98)stat(1.65)sys ◊ 10≠10, (6)

where the error is mostly statistical. We also include
all systematic errors added in quadrature, including the
hybrid O(a2) error of the connected diagram. The sys-
tematic errors are summarized in Tab. III.

V. SUMMARY AND OUTLOOK

We have presented results for the hadronic light-by-light
scattering contribution to the muon g ≠ 2 from Lattice
QCD+QED calculations with all errors under control.
Large discretization and finite volume corrections are ap-
parent but under control, and the value in the continuum
and infinite volume limits is compatible with previous
model and dispersive treatments, albeit with a large sta-
tistical error. Despite the large error, which results after
a large cancellation between quark- connected and dis-
connected diagrams, our calculation suggests that light-
by-light scattering can not be behind the approximately
3.7 standard deviation discrepancy between the Standard
Model and the BNL experiment E821. Future calcula-
tions will reduce the error significantly. The calculations
presented here strengthen the much anticipated test of
the Standard Model from the new experiments at Fermi-
lab and J-PARC, with the former planning to announce
first results near the beginning of 2020.
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Subleading diagrams:
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FIG. 9. Sub-leading disconnected diagrams’ contribution. We
only include the second diagram in Fig. 3. Only light quark
contribution is calculated except for the tadpole part, where
we reuse the calculation for the disconnected diagrams in
HVP calculations described in Ref. [3] and both light quark
and strange quark contribution is included. The remaining
diagrams are equally or more suppressed.

Based on the experiences from the QED test, result from
the fit-product-form-2L-2a-2ad-4ad fit the data better.
However, in QCD calculations, fit-plus-form-2L-2a-2ad-
4ad leads to smaller statistical error. At present level
of accuracy, smaller statistical error is more important
than potentially smaller systematic error. In particular,
the systematic error is largely cancelled between the con-
nected diagrams and the disconnected diagrams, while
the statistical error does not. The fitting results with all
the fitting forms are also summarized in Tab VII.
We have also performed the calculation without the
hybrid continuum limit. The results are shown in
Tabs. VIII, IX, X.
Finally, the detailed results and plots for each fitting
forms with or without the hybrid continuum limit are
listed in remaining tables and plots.
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Systematic errors estimated by difference of aµ result from

4

5.35(1.35)stat � 10�10 for the connected, leading dis-
connected, and total HLbL contributions to the muon
anomaly, respectively. The errors quoted are purely sta-
tistical. We have since improved the statistics on the
leading disconnected diagram with measurements on 39
additional configurations, and the contribution becomes
�6.03(60)�10�10. Since then we have computed on sev-
eral additional ensembles in order to take the continuum
and infinite volume limits (see Tab. I).

The results are displayed in Fig. 6 along with curves ob-
tained with the following equation:

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (5)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

where aI, aD represent the lattice spacings for the Iwasaki
and I-DSDR ensembles respectively. For the Iwasaki en-
sembles, we define the variable aD to be zero and vice
versa. Therefore the lattice spacing is always equal to
a = aI + aD. We allow di�erent a2 coe�cients for
the Iwasaki and I-DSDR ensembles as the gauge ac-
tions are di�erent. The lattice spacings for the I-DSDR
ensembles are not small enough to allow us to ignore
the a4 e�ects, and therefore we include them in the fit.
As we only have two lattice spacings for the I-DSDR
ensembles, with both a2 and a4 e�ects unknown, we
cannot extrapolate to the continuum just with the I-
DSDR ensembles. Therefore, based on this fit form,
the continuum limit is obtained from the two Iwasaki
ensembles, and the I-DSDR ensembles are used to ob-
tain the volume dependence only. In particular, the
32Dfine ensemble does not a�ect the fitted aµ at all. It
only helps to determine the parameter cD2 , which pro-
vides evidence for the size of the potential O(a4) sys-
tematic errors. We find for the connected, disconnected,
and total contributions, acon

µ = 23.76(3.96)stat(4.89)sys �
10�10, adiscon

µ = �17.12(3.46)stat(4.41)sys � 10�10, atot
µ =

6.80(4.65)stat(1.56)sys �10�10, respectively. For the total
contribution, we fit the total contribution for each ensem-
ble, which is slightly di�erent from the sum of the fitted
results from the connected and the disconnected parts.
Notice there is a large cancellation between the connected
and disconnected diagrams that persists for a � 0 and
L � �, so even though the individual contributions are
relatively well resolved, the total is not. The cancella-
tion is expected since hadronic light-by-light scattering
at long distance is dominated by the �0 which contributes
to both diagrams, but with opposite sign [35, 42, 43]. No-
tice also that the a2 and 1/L2 corrections are individually
large but also tend to cancel in the sum.

The systematic errors mostly result from the higher or-
der discretization and finite volume e�ects which are not
included in the fitting formula Eq. (5). We therefore
estimate the errors through the change of the results af-
ter adding a corresponding term in the fitting formula.
For O(1/L3), we add another 1/(mµL)3 term with the

con discon tot

aµ 23.76(3.96) -17.12(3.46) 6.80(4.65)
sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.88(0.53) 0.83(0.46) 1.08(0.98)

sys O(a2 log(a2)) 0.21(0.18) 0.28(0.14) 0.06(0.21)
sys O(a2/L) 4.18(2.37) 3.93(2.30) 0.50(2.38)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 4.89(2.17) 4.41(2.15) 1.56(0.90)

TABLE II. Central value and various systematic errors. Num-
bers in parentheses are statistical error for the corresponding
values.

con discon tot

aµ 24.16(2.30) -17.12(3.46) 7.20(3.98)
sys hybrid O(a2) 0.20(0.45) 0 0.20(0.45)

sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.93(0.32) 0.83(0.46) 1.07(0.97)

sys O(a2 log(a2)) 0.23(0.08) 0.05(0.16) 0.05(0.16)
sys O(a2/L) 4.43(1.38) 3.93(2.30) 0.72(2.06)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 5.12(1.32) 4.41(2.15) 1.65(1.13)

TABLE III. Central value and various systematic errors, use
the hybrid continuum limit for the connected diagrams. Num-
bers in parentheses are statistical error for the corresponding
values.

same coe�cient as the 1/(mµL)2 term. For O(a4) ef-
fects, we add an a4 term also for the Iwasaki ensembles
with coe�cient similar to the I-DSDR ensembles. For
O(a2 log(a2)) e�ects, we multiply the discretization ef-
fect terms in Eq. (5) by (1 � (�S/�) log(a2 GeV)). For
O(a2/L), we multiply the discretization e�ect terms in
Eq. (5) by (1 � 1/(mµL)). In addition, for the only two
contributions which we have not included in the present
HLbL calculation: (a) strange quark contribution to the
connected diagrams; (b) sub-leading disconnected dia-
grams’ contribution. We have performed lattice calcula-
tions with the QED� approach [47] on the 24D ensemble
to estimate the systematic errors. These systematic er-
rors are added in quadrature and summarized in Tab. II.
In the supplementary materials, these systematic errors
are discussed in more detail.

While the large relative error on the total is a bit unsat-
isfactory, we emphasize that our result represents an im-
portant estimate on the hadronic light-by-light scattering
contribution to the muon anomaly, with all systematic er-
rors controlled. It appears that this contribution cannot
bring the Standard Model and the E821 experiment in
agreement.
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to

9

Variable Value Statistical Error

aµ 46.21446 0.15636
b2 6.54789 0.13960
b3 7.06359 0.38837

c1/10 1.84720 0.01728
c2/102 1.19503 0.03024
bÕ
1 1.07316 0.01327

B. Systematic error estimation

We discuss how we estimate all systematic errors pre-
sented in our results, including: hybrid O(a2), O(a4),
O(a2 log(a2)), O(1/L3), O(a2/L), strange quark contri-
bution to the connected diagrams, and sub-leading dis-
connected diagrams’ contribution. Many of the above
systematic errors are resulting from lacking the corre-
sponding terms in the fitting formula, Eq. (5), which we
shall refer to as the “fit-plus-form-2L-2a-2ad-4ad”. We
therefore estimate the systematic errors by fitting with
di�erent fitting formulas with these terms included. We
listed all the fitting forms below.

• fit-plus-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2 (12)

≠cI1(aI GeV)2 ≠ cD1 (aD GeV)2 + cD2 (aD GeV)4
2

• fit-plus-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2 + b2
(mµL)3 (13)

≠cI1(aD GeV)2 ≠ cD1 (aD GeV)2 + cD2 (aD GeV)4
2

• fit-plus-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2 (14)

≠cI1(aI GeV)2 ≠ cD1 (aD GeV)2 + c2(a GeV)4
2

• fit-plus-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2 (15)

≠c1(a GeV)2 + cI2(aI GeV)4 + cD2 (aD GeV)4
2

• fit-plus-form-2L-2a-2ad-4ad-lna

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2 (16)

≠
1
cI1(aI GeV)2 + cD1 (aD GeV)2 ≠ cD2 (aD GeV)4

2

◊
1
1 ≠ –S

fi
log

!
(a GeV)2

"2B

• fit-plus-form-2L-2a-2ad-4ad-cross

aµ(L, aI, aD) = aµ

A
1 ≠ b2

(mµL)2 (17)

≠
1
cI1(aI GeV)2 + cD1 (aD GeV)2 ≠ cD2 (aD GeV)4

2

◊
1
1 ≠ 1

mµL

2B

• fit-product-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2
2

(18)

◊
1
1 ≠ cI1(aI GeV)2 ≠ cD1 (aD GeV)2

+cD2 (aD GeV)4
2

• fit-product-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2 + b2
(mµL)3

2
(19)

◊
1
1 ≠ cI1(aI GeV)2 ≠ cD1 (aD GeV)2

+cD2 (aD GeV)4
2

• fit-product-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2
2

(20)

◊
1
1 ≠ cI1(aI GeV)2 ≠ cD1 (aD GeV)2

+c2(a GeV)4
2

• fit-product-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2
2

(21)

◊
1
1 ≠ c1(a GeV)2

+cI2(aI GeV)4 + cD2 (aD GeV)4
2

for O(1/L3) and the maximum difference to either

Ansatz systematic errors:

4

5.35(1.35)stat � 10�10 for the connected, leading dis-
connected, and total HLbL contributions to the muon
anomaly, respectively. The errors quoted are purely sta-
tistical. We have since improved the statistics on the
leading disconnected diagram with measurements on 39
additional configurations, and the contribution becomes
�6.03(60)�10�10. Since then we have computed on sev-
eral additional ensembles in order to take the continuum
and infinite volume limits (see Tab. I).

The results are displayed in Fig. 6 along with curves ob-
tained with the following equation:

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (5)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

where aI, aD represent the lattice spacings for the Iwasaki
and I-DSDR ensembles respectively. For the Iwasaki en-
sembles, we define the variable aD to be zero and vice
versa. Therefore the lattice spacing is always equal to
a = aI + aD. We allow di�erent a2 coe�cients for
the Iwasaki and I-DSDR ensembles as the gauge ac-
tions are di�erent. The lattice spacings for the I-DSDR
ensembles are not small enough to allow us to ignore
the a4 e�ects, and therefore we include them in the fit.
As we only have two lattice spacings for the I-DSDR
ensembles, with both a2 and a4 e�ects unknown, we
cannot extrapolate to the continuum just with the I-
DSDR ensembles. Therefore, based on this fit form,
the continuum limit is obtained from the two Iwasaki
ensembles, and the I-DSDR ensembles are used to ob-
tain the volume dependence only. In particular, the
32Dfine ensemble does not a�ect the fitted aµ at all. It
only helps to determine the parameter cD2 , which pro-
vides evidence for the size of the potential O(a4) sys-
tematic errors. We find for the connected, disconnected,
and total contributions, acon

µ = 23.76(3.96)stat(4.89)sys �
10�10, adiscon

µ = �17.12(3.46)stat(4.41)sys � 10�10, atot
µ =

6.80(4.65)stat(1.56)sys �10�10, respectively. For the total
contribution, we fit the total contribution for each ensem-
ble, which is slightly di�erent from the sum of the fitted
results from the connected and the disconnected parts.
Notice there is a large cancellation between the connected
and disconnected diagrams that persists for a � 0 and
L � �, so even though the individual contributions are
relatively well resolved, the total is not. The cancella-
tion is expected since hadronic light-by-light scattering
at long distance is dominated by the �0 which contributes
to both diagrams, but with opposite sign [35, 42, 43]. No-
tice also that the a2 and 1/L2 corrections are individually
large but also tend to cancel in the sum.

The systematic errors mostly result from the higher or-
der discretization and finite volume e�ects which are not
included in the fitting formula Eq. (5). We therefore
estimate the errors through the change of the results af-
ter adding a corresponding term in the fitting formula.
For O(1/L3), we add another 1/(mµL)3 term with the

con discon tot

aµ 23.76(3.96) -17.12(3.46) 6.80(4.65)
sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.88(0.53) 0.83(0.46) 1.08(0.98)

sys O(a2 log(a2)) 0.21(0.18) 0.28(0.14) 0.06(0.21)
sys O(a2/L) 4.18(2.37) 3.93(2.30) 0.50(2.38)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 4.89(2.17) 4.41(2.15) 1.56(0.90)

TABLE II. Central value and various systematic errors. Num-
bers in parentheses are statistical error for the corresponding
values.

con discon tot

aµ 24.16(2.30) -17.12(3.46) 7.20(3.98)
sys hybrid O(a2) 0.20(0.45) 0 0.20(0.45)

sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.93(0.32) 0.83(0.46) 1.07(0.97)

sys O(a2 log(a2)) 0.23(0.08) 0.05(0.16) 0.05(0.16)
sys O(a2/L) 4.43(1.38) 3.93(2.30) 0.72(2.06)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 5.12(1.32) 4.41(2.15) 1.65(1.13)

TABLE III. Central value and various systematic errors, use
the hybrid continuum limit for the connected diagrams. Num-
bers in parentheses are statistical error for the corresponding
values.

same coe�cient as the 1/(mµL)2 term. For O(a4) ef-
fects, we add an a4 term also for the Iwasaki ensembles
with coe�cient similar to the I-DSDR ensembles. For
O(a2 log(a2)) e�ects, we multiply the discretization ef-
fect terms in Eq. (5) by (1 � (�S/�) log(a2 GeV)). For
O(a2/L), we multiply the discretization e�ect terms in
Eq. (5) by (1 � 1/(mµL)). In addition, for the only two
contributions which we have not included in the present
HLbL calculation: (a) strange quark contribution to the
connected diagrams; (b) sub-leading disconnected dia-
grams’ contribution. We have performed lattice calcula-
tions with the QED� approach [47] on the 24D ensemble
to estimate the systematic errors. These systematic er-
rors are added in quadrature and summarized in Tab. II.
In the supplementary materials, these systematic errors
are discussed in more detail.

While the large relative error on the total is a bit unsat-
isfactory, we emphasize that our result represents an im-
portant estimate on the hadronic light-by-light scattering
contribution to the muon anomaly, with all systematic er-
rors controlled. It appears that this contribution cannot
bring the Standard Model and the E821 experiment in
agreement.
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I O(1/L3):

9

Variable Value Statistical Error

aµ 46.21446 0.15636
b2 6.54789 0.13960
b3 7.06359 0.38837

c1/10 1.84720 0.01728
c2/102 1.19503 0.03024
b�
1 1.07316 0.01327

B. Systematic error estimation

We discuss how we estimate all systematic errors pre-
sented in our results, including: hybrid O(a2), O(a4),
O(a2 log(a2)), O(1/L3), O(a2/L), strange quark contri-
bution to the connected diagrams, and sub-leading dis-
connected diagrams’ contribution. Many of the above
systematic errors are resulting from lacking the corre-
sponding terms in the fitting formula, Eq. (5), which we
shall refer to as the “fit-plus-form-2L-2a-2ad-4ad”. We
therefore estimate the systematic errors by fitting with
di�erent fitting formulas with these terms included. We
listed all the fitting forms below.

• fit-plus-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (12)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3 (13)

�cI1(aD GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (14)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + c2(a GeV)4
�

• fit-plus-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (15)

�c1(a GeV)2 + cI2(aI GeV)4 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-2ad-4ad-lna

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (16)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � �S

�
log

�
(a GeV)2

���

• fit-plus-form-2L-2a-2ad-4ad-cross

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (17)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � 1

mµL

��

• fit-product-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(18)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3

�
(19)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(20)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+c2(a GeV)4
�

• fit-product-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(21)

�
�
1 � c1(a GeV)2

+cI2(aI GeV)4 + cD2 (aD GeV)4
�

I O(a4):

9

Variable Value Statistical Error

aµ 46.21446 0.15636
b2 6.54789 0.13960
b3 7.06359 0.38837

c1/10 1.84720 0.01728
c2/102 1.19503 0.03024
b�
1 1.07316 0.01327

B. Systematic error estimation

We discuss how we estimate all systematic errors pre-
sented in our results, including: hybrid O(a2), O(a4),
O(a2 log(a2)), O(1/L3), O(a2/L), strange quark contri-
bution to the connected diagrams, and sub-leading dis-
connected diagrams’ contribution. Many of the above
systematic errors are resulting from lacking the corre-
sponding terms in the fitting formula, Eq. (5), which we
shall refer to as the “fit-plus-form-2L-2a-2ad-4ad”. We
therefore estimate the systematic errors by fitting with
di�erent fitting formulas with these terms included. We
listed all the fitting forms below.

• fit-plus-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (12)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3 (13)

�cI1(aD GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (14)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + c2(a GeV)4
�

• fit-plus-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (15)

�c1(a GeV)2 + cI2(aI GeV)4 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-2ad-4ad-lna

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (16)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � �S

�
log

�
(a GeV)2

���

• fit-plus-form-2L-2a-2ad-4ad-cross

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (17)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � 1

mµL

��

• fit-product-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(18)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3

�
(19)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(20)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+c2(a GeV)4
�

• fit-product-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(21)

�
�
1 � c1(a GeV)2

+cI2(aI GeV)4 + cD2 (aD GeV)4
�
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Variable Value Statistical Error

aµ 46.21446 0.15636
b2 6.54789 0.13960
b3 7.06359 0.38837

c1/10 1.84720 0.01728
c2/102 1.19503 0.03024
b�
1 1.07316 0.01327

B. Systematic error estimation

We discuss how we estimate all systematic errors pre-
sented in our results, including: hybrid O(a2), O(a4),
O(a2 log(a2)), O(1/L3), O(a2/L), strange quark contri-
bution to the connected diagrams, and sub-leading dis-
connected diagrams’ contribution. Many of the above
systematic errors are resulting from lacking the corre-
sponding terms in the fitting formula, Eq. (5), which we
shall refer to as the “fit-plus-form-2L-2a-2ad-4ad”. We
therefore estimate the systematic errors by fitting with
di�erent fitting formulas with these terms included. We
listed all the fitting forms below.

• fit-plus-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (12)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3 (13)

�cI1(aD GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (14)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + c2(a GeV)4
�

• fit-plus-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (15)

�c1(a GeV)2 + cI2(aI GeV)4 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-2ad-4ad-lna

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (16)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � �S

�
log

�
(a GeV)2

���

• fit-plus-form-2L-2a-2ad-4ad-cross

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (17)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � 1

mµL

��

• fit-product-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(18)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3

�
(19)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(20)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+c2(a GeV)4
�

• fit-product-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(21)

�
�
1 � c1(a GeV)2

+cI2(aI GeV)4 + cD2 (aD GeV)4
�
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Ansatz systematic errors:

4

5.35(1.35)stat � 10�10 for the connected, leading dis-
connected, and total HLbL contributions to the muon
anomaly, respectively. The errors quoted are purely sta-
tistical. We have since improved the statistics on the
leading disconnected diagram with measurements on 39
additional configurations, and the contribution becomes
�6.03(60)�10�10. Since then we have computed on sev-
eral additional ensembles in order to take the continuum
and infinite volume limits (see Tab. I).

The results are displayed in Fig. 6 along with curves ob-
tained with the following equation:

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (5)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

where aI, aD represent the lattice spacings for the Iwasaki
and I-DSDR ensembles respectively. For the Iwasaki en-
sembles, we define the variable aD to be zero and vice
versa. Therefore the lattice spacing is always equal to
a = aI + aD. We allow di�erent a2 coe�cients for
the Iwasaki and I-DSDR ensembles as the gauge ac-
tions are di�erent. The lattice spacings for the I-DSDR
ensembles are not small enough to allow us to ignore
the a4 e�ects, and therefore we include them in the fit.
As we only have two lattice spacings for the I-DSDR
ensembles, with both a2 and a4 e�ects unknown, we
cannot extrapolate to the continuum just with the I-
DSDR ensembles. Therefore, based on this fit form,
the continuum limit is obtained from the two Iwasaki
ensembles, and the I-DSDR ensembles are used to ob-
tain the volume dependence only. In particular, the
32Dfine ensemble does not a�ect the fitted aµ at all. It
only helps to determine the parameter cD2 , which pro-
vides evidence for the size of the potential O(a4) sys-
tematic errors. We find for the connected, disconnected,
and total contributions, acon

µ = 23.76(3.96)stat(4.89)sys �
10�10, adiscon

µ = �17.12(3.46)stat(4.41)sys � 10�10, atot
µ =

6.80(4.65)stat(1.56)sys �10�10, respectively. For the total
contribution, we fit the total contribution for each ensem-
ble, which is slightly di�erent from the sum of the fitted
results from the connected and the disconnected parts.
Notice there is a large cancellation between the connected
and disconnected diagrams that persists for a � 0 and
L � �, so even though the individual contributions are
relatively well resolved, the total is not. The cancella-
tion is expected since hadronic light-by-light scattering
at long distance is dominated by the �0 which contributes
to both diagrams, but with opposite sign [35, 42, 43]. No-
tice also that the a2 and 1/L2 corrections are individually
large but also tend to cancel in the sum.

The systematic errors mostly result from the higher or-
der discretization and finite volume e�ects which are not
included in the fitting formula Eq. (5). We therefore
estimate the errors through the change of the results af-
ter adding a corresponding term in the fitting formula.
For O(1/L3), we add another 1/(mµL)3 term with the

con discon tot

aµ 23.76(3.96) -17.12(3.46) 6.80(4.65)
sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.88(0.53) 0.83(0.46) 1.08(0.98)

sys O(a2 log(a2)) 0.21(0.18) 0.28(0.14) 0.06(0.21)
sys O(a2/L) 4.18(2.37) 3.93(2.30) 0.50(2.38)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 4.89(2.17) 4.41(2.15) 1.56(0.90)

TABLE II. Central value and various systematic errors. Num-
bers in parentheses are statistical error for the corresponding
values.

con discon tot

aµ 24.16(2.30) -17.12(3.46) 7.20(3.98)
sys hybrid O(a2) 0.20(0.45) 0 0.20(0.45)

sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.93(0.32) 0.83(0.46) 1.07(0.97)

sys O(a2 log(a2)) 0.23(0.08) 0.05(0.16) 0.05(0.16)
sys O(a2/L) 4.43(1.38) 3.93(2.30) 0.72(2.06)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 5.12(1.32) 4.41(2.15) 1.65(1.13)

TABLE III. Central value and various systematic errors, use
the hybrid continuum limit for the connected diagrams. Num-
bers in parentheses are statistical error for the corresponding
values.

same coe�cient as the 1/(mµL)2 term. For O(a4) ef-
fects, we add an a4 term also for the Iwasaki ensembles
with coe�cient similar to the I-DSDR ensembles. For
O(a2 log(a2)) e�ects, we multiply the discretization ef-
fect terms in Eq. (5) by (1 � (�S/�) log(a2 GeV)). For
O(a2/L), we multiply the discretization e�ect terms in
Eq. (5) by (1 � 1/(mµL)). In addition, for the only two
contributions which we have not included in the present
HLbL calculation: (a) strange quark contribution to the
connected diagrams; (b) sub-leading disconnected dia-
grams’ contribution. We have performed lattice calcula-
tions with the QED� approach [47] on the 24D ensemble
to estimate the systematic errors. These systematic er-
rors are added in quadrature and summarized in Tab. II.
In the supplementary materials, these systematic errors
are discussed in more detail.

While the large relative error on the total is a bit unsat-
isfactory, we emphasize that our result represents an im-
portant estimate on the hadronic light-by-light scattering
contribution to the muon anomaly, with all systematic er-
rors controlled. It appears that this contribution cannot
bring the Standard Model and the E821 experiment in
agreement.
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I O(1/L3):

9

Variable Value Statistical Error

aµ 46.21446 0.15636
b2 6.54789 0.13960
b3 7.06359 0.38837

c1/10 1.84720 0.01728
c2/102 1.19503 0.03024
b�
1 1.07316 0.01327

B. Systematic error estimation

We discuss how we estimate all systematic errors pre-
sented in our results, including: hybrid O(a2), O(a4),
O(a2 log(a2)), O(1/L3), O(a2/L), strange quark contri-
bution to the connected diagrams, and sub-leading dis-
connected diagrams’ contribution. Many of the above
systematic errors are resulting from lacking the corre-
sponding terms in the fitting formula, Eq. (5), which we
shall refer to as the “fit-plus-form-2L-2a-2ad-4ad”. We
therefore estimate the systematic errors by fitting with
di�erent fitting formulas with these terms included. We
listed all the fitting forms below.

• fit-plus-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (12)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3 (13)

�cI1(aD GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (14)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + c2(a GeV)4
�

• fit-plus-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (15)

�c1(a GeV)2 + cI2(aI GeV)4 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-2ad-4ad-lna

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (16)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � �S

�
log

�
(a GeV)2

���

• fit-plus-form-2L-2a-2ad-4ad-cross

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (17)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � 1

mµL

��

• fit-product-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(18)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3

�
(19)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(20)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+c2(a GeV)4
�

• fit-product-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(21)

�
�
1 � c1(a GeV)2

+cI2(aI GeV)4 + cD2 (aD GeV)4
�

I O(a4):

9

Variable Value Statistical Error

aµ 46.21446 0.15636
b2 6.54789 0.13960
b3 7.06359 0.38837

c1/10 1.84720 0.01728
c2/102 1.19503 0.03024
b�
1 1.07316 0.01327

B. Systematic error estimation

We discuss how we estimate all systematic errors pre-
sented in our results, including: hybrid O(a2), O(a4),
O(a2 log(a2)), O(1/L3), O(a2/L), strange quark contri-
bution to the connected diagrams, and sub-leading dis-
connected diagrams’ contribution. Many of the above
systematic errors are resulting from lacking the corre-
sponding terms in the fitting formula, Eq. (5), which we
shall refer to as the “fit-plus-form-2L-2a-2ad-4ad”. We
therefore estimate the systematic errors by fitting with
di�erent fitting formulas with these terms included. We
listed all the fitting forms below.

• fit-plus-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (12)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3 (13)

�cI1(aD GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (14)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + c2(a GeV)4
�

• fit-plus-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (15)

�c1(a GeV)2 + cI2(aI GeV)4 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-2ad-4ad-lna

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (16)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � �S

�
log

�
(a GeV)2

���

• fit-plus-form-2L-2a-2ad-4ad-cross

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (17)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � 1

mµL

��

• fit-product-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(18)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3

�
(19)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(20)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+c2(a GeV)4
�

• fit-product-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(21)

�
�
1 � c1(a GeV)2

+cI2(aI GeV)4 + cD2 (aD GeV)4
�

9
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c2/102 1.19503 0.03024
b�
1 1.07316 0.01327

B. Systematic error estimation

We discuss how we estimate all systematic errors pre-
sented in our results, including: hybrid O(a2), O(a4),
O(a2 log(a2)), O(1/L3), O(a2/L), strange quark contri-
bution to the connected diagrams, and sub-leading dis-
connected diagrams’ contribution. Many of the above
systematic errors are resulting from lacking the corre-
sponding terms in the fitting formula, Eq. (5), which we
shall refer to as the “fit-plus-form-2L-2a-2ad-4ad”. We
therefore estimate the systematic errors by fitting with
di�erent fitting formulas with these terms included. We
listed all the fitting forms below.
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Similarly the difference from

4

5.35(1.35)stat � 10�10 for the connected, leading dis-
connected, and total HLbL contributions to the muon
anomaly, respectively. The errors quoted are purely sta-
tistical. We have since improved the statistics on the
leading disconnected diagram with measurements on 39
additional configurations, and the contribution becomes
�6.03(60)�10�10. Since then we have computed on sev-
eral additional ensembles in order to take the continuum
and infinite volume limits (see Tab. I).

The results are displayed in Fig. 6 along with curves ob-
tained with the following equation:

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (5)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

where aI, aD represent the lattice spacings for the Iwasaki
and I-DSDR ensembles respectively. For the Iwasaki en-
sembles, we define the variable aD to be zero and vice
versa. Therefore the lattice spacing is always equal to
a = aI + aD. We allow di�erent a2 coe�cients for
the Iwasaki and I-DSDR ensembles as the gauge ac-
tions are di�erent. The lattice spacings for the I-DSDR
ensembles are not small enough to allow us to ignore
the a4 e�ects, and therefore we include them in the fit.
As we only have two lattice spacings for the I-DSDR
ensembles, with both a2 and a4 e�ects unknown, we
cannot extrapolate to the continuum just with the I-
DSDR ensembles. Therefore, based on this fit form,
the continuum limit is obtained from the two Iwasaki
ensembles, and the I-DSDR ensembles are used to ob-
tain the volume dependence only. In particular, the
32Dfine ensemble does not a�ect the fitted aµ at all. It
only helps to determine the parameter cD2 , which pro-
vides evidence for the size of the potential O(a4) sys-
tematic errors. We find for the connected, disconnected,
and total contributions, acon

µ = 23.76(3.96)stat(4.89)sys �
10�10, adiscon

µ = �17.12(3.46)stat(4.41)sys � 10�10, atot
µ =

6.80(4.65)stat(1.56)sys �10�10, respectively. For the total
contribution, we fit the total contribution for each ensem-
ble, which is slightly di�erent from the sum of the fitted
results from the connected and the disconnected parts.
Notice there is a large cancellation between the connected
and disconnected diagrams that persists for a � 0 and
L � �, so even though the individual contributions are
relatively well resolved, the total is not. The cancella-
tion is expected since hadronic light-by-light scattering
at long distance is dominated by the �0 which contributes
to both diagrams, but with opposite sign [35, 42, 43]. No-
tice also that the a2 and 1/L2 corrections are individually
large but also tend to cancel in the sum.

The systematic errors mostly result from the higher or-
der discretization and finite volume e�ects which are not
included in the fitting formula Eq. (5). We therefore
estimate the errors through the change of the results af-
ter adding a corresponding term in the fitting formula.
For O(1/L3), we add another 1/(mµL)3 term with the

con discon tot

aµ 23.76(3.96) -17.12(3.46) 6.80(4.65)
sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.88(0.53) 0.83(0.46) 1.08(0.98)

sys O(a2 log(a2)) 0.21(0.18) 0.28(0.14) 0.06(0.21)
sys O(a2/L) 4.18(2.37) 3.93(2.30) 0.50(2.38)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 4.89(2.17) 4.41(2.15) 1.56(0.90)

TABLE II. Central value and various systematic errors. Num-
bers in parentheses are statistical error for the corresponding
values.

con discon tot

aµ 24.16(2.30) -17.12(3.46) 7.20(3.98)
sys hybrid O(a2) 0.20(0.45) 0 0.20(0.45)

sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.93(0.32) 0.83(0.46) 1.07(0.97)

sys O(a2 log(a2)) 0.23(0.08) 0.05(0.16) 0.05(0.16)
sys O(a2/L) 4.43(1.38) 3.93(2.30) 0.72(2.06)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 5.12(1.32) 4.41(2.15) 1.65(1.13)

TABLE III. Central value and various systematic errors, use
the hybrid continuum limit for the connected diagrams. Num-
bers in parentheses are statistical error for the corresponding
values.

same coe�cient as the 1/(mµL)2 term. For O(a4) ef-
fects, we add an a4 term also for the Iwasaki ensembles
with coe�cient similar to the I-DSDR ensembles. For
O(a2 log(a2)) e�ects, we multiply the discretization ef-
fect terms in Eq. (5) by (1 � (�S/�) log(a2 GeV)). For
O(a2/L), we multiply the discretization e�ect terms in
Eq. (5) by (1 � 1/(mµL)). In addition, for the only two
contributions which we have not included in the present
HLbL calculation: (a) strange quark contribution to the
connected diagrams; (b) sub-leading disconnected dia-
grams’ contribution. We have performed lattice calcula-
tions with the QED� approach [47] on the 24D ensemble
to estimate the systematic errors. These systematic er-
rors are added in quadrature and summarized in Tab. II.
In the supplementary materials, these systematic errors
are discussed in more detail.

While the large relative error on the total is a bit unsat-
isfactory, we emphasize that our result represents an im-
portant estimate on the hadronic light-by-light scattering
contribution to the muon anomaly, with all systematic er-
rors controlled. It appears that this contribution cannot
bring the Standard Model and the E821 experiment in
agreement.
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the hybrid continuum limit for the connected diagrams. Num-
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I O(a2 log a2):

9

Variable Value Statistical Error

aµ 46.21446 0.15636
b2 6.54789 0.13960
b3 7.06359 0.38837

c1/10 1.84720 0.01728
c2/102 1.19503 0.03024
b�
1 1.07316 0.01327

B. Systematic error estimation

We discuss how we estimate all systematic errors pre-
sented in our results, including: hybrid O(a2), O(a4),
O(a2 log(a2)), O(1/L3), O(a2/L), strange quark contri-
bution to the connected diagrams, and sub-leading dis-
connected diagrams’ contribution. Many of the above
systematic errors are resulting from lacking the corre-
sponding terms in the fitting formula, Eq. (5), which we
shall refer to as the “fit-plus-form-2L-2a-2ad-4ad”. We
therefore estimate the systematic errors by fitting with
di�erent fitting formulas with these terms included. We
listed all the fitting forms below.

• fit-plus-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (12)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3 (13)

�cI1(aD GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (14)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + c2(a GeV)4
�

• fit-plus-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (15)

�c1(a GeV)2 + cI2(aI GeV)4 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-2ad-4ad-lna

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (16)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � �S

�
log

�
(a GeV)2

���

• fit-plus-form-2L-2a-2ad-4ad-cross

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (17)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � 1

mµL

��

• fit-product-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(18)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3

�
(19)
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1 � cI1(aI GeV)2 � cD1 (aD GeV)2
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�
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connected diagrams’ contribution. Many of the above
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for O(a2 log a2) and the maximum difference to either

Ansatz systematic errors:

4

5.35(1.35)stat � 10�10 for the connected, leading dis-
connected, and total HLbL contributions to the muon
anomaly, respectively. The errors quoted are purely sta-
tistical. We have since improved the statistics on the
leading disconnected diagram with measurements on 39
additional configurations, and the contribution becomes
�6.03(60)�10�10. Since then we have computed on sev-
eral additional ensembles in order to take the continuum
and infinite volume limits (see Tab. I).

The results are displayed in Fig. 6 along with curves ob-
tained with the following equation:

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (5)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

where aI, aD represent the lattice spacings for the Iwasaki
and I-DSDR ensembles respectively. For the Iwasaki en-
sembles, we define the variable aD to be zero and vice
versa. Therefore the lattice spacing is always equal to
a = aI + aD. We allow di�erent a2 coe�cients for
the Iwasaki and I-DSDR ensembles as the gauge ac-
tions are di�erent. The lattice spacings for the I-DSDR
ensembles are not small enough to allow us to ignore
the a4 e�ects, and therefore we include them in the fit.
As we only have two lattice spacings for the I-DSDR
ensembles, with both a2 and a4 e�ects unknown, we
cannot extrapolate to the continuum just with the I-
DSDR ensembles. Therefore, based on this fit form,
the continuum limit is obtained from the two Iwasaki
ensembles, and the I-DSDR ensembles are used to ob-
tain the volume dependence only. In particular, the
32Dfine ensemble does not a�ect the fitted aµ at all. It
only helps to determine the parameter cD2 , which pro-
vides evidence for the size of the potential O(a4) sys-
tematic errors. We find for the connected, disconnected,
and total contributions, acon

µ = 23.76(3.96)stat(4.89)sys �
10�10, adiscon

µ = �17.12(3.46)stat(4.41)sys � 10�10, atot
µ =

6.80(4.65)stat(1.56)sys �10�10, respectively. For the total
contribution, we fit the total contribution for each ensem-
ble, which is slightly di�erent from the sum of the fitted
results from the connected and the disconnected parts.
Notice there is a large cancellation between the connected
and disconnected diagrams that persists for a � 0 and
L � �, so even though the individual contributions are
relatively well resolved, the total is not. The cancella-
tion is expected since hadronic light-by-light scattering
at long distance is dominated by the �0 which contributes
to both diagrams, but with opposite sign [35, 42, 43]. No-
tice also that the a2 and 1/L2 corrections are individually
large but also tend to cancel in the sum.

The systematic errors mostly result from the higher or-
der discretization and finite volume e�ects which are not
included in the fitting formula Eq. (5). We therefore
estimate the errors through the change of the results af-
ter adding a corresponding term in the fitting formula.
For O(1/L3), we add another 1/(mµL)3 term with the

con discon tot

aµ 23.76(3.96) -17.12(3.46) 6.80(4.65)
sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.88(0.53) 0.83(0.46) 1.08(0.98)

sys O(a2 log(a2)) 0.21(0.18) 0.28(0.14) 0.06(0.21)
sys O(a2/L) 4.18(2.37) 3.93(2.30) 0.50(2.38)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 4.89(2.17) 4.41(2.15) 1.56(0.90)

TABLE II. Central value and various systematic errors. Num-
bers in parentheses are statistical error for the corresponding
values.

con discon tot

aµ 24.16(2.30) -17.12(3.46) 7.20(3.98)
sys hybrid O(a2) 0.20(0.45) 0 0.20(0.45)

sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.93(0.32) 0.83(0.46) 1.07(0.97)

sys O(a2 log(a2)) 0.23(0.08) 0.05(0.16) 0.05(0.16)
sys O(a2/L) 4.43(1.38) 3.93(2.30) 0.72(2.06)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 5.12(1.32) 4.41(2.15) 1.65(1.13)

TABLE III. Central value and various systematic errors, use
the hybrid continuum limit for the connected diagrams. Num-
bers in parentheses are statistical error for the corresponding
values.

same coe�cient as the 1/(mµL)2 term. For O(a4) ef-
fects, we add an a4 term also for the Iwasaki ensembles
with coe�cient similar to the I-DSDR ensembles. For
O(a2 log(a2)) e�ects, we multiply the discretization ef-
fect terms in Eq. (5) by (1 � (�S/�) log(a2 GeV)). For
O(a2/L), we multiply the discretization e�ect terms in
Eq. (5) by (1 � 1/(mµL)). In addition, for the only two
contributions which we have not included in the present
HLbL calculation: (a) strange quark contribution to the
connected diagrams; (b) sub-leading disconnected dia-
grams’ contribution. We have performed lattice calcula-
tions with the QED� approach [47] on the 24D ensemble
to estimate the systematic errors. These systematic er-
rors are added in quadrature and summarized in Tab. II.
In the supplementary materials, these systematic errors
are discussed in more detail.

While the large relative error on the total is a bit unsat-
isfactory, we emphasize that our result represents an im-
portant estimate on the hadronic light-by-light scattering
contribution to the muon anomaly, with all systematic er-
rors controlled. It appears that this contribution cannot
bring the Standard Model and the E821 experiment in
agreement.
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I O(a2 log a2):

9

Variable Value Statistical Error

aµ 46.21446 0.15636
b2 6.54789 0.13960
b3 7.06359 0.38837

c1/10 1.84720 0.01728
c2/102 1.19503 0.03024
b�
1 1.07316 0.01327

B. Systematic error estimation

We discuss how we estimate all systematic errors pre-
sented in our results, including: hybrid O(a2), O(a4),
O(a2 log(a2)), O(1/L3), O(a2/L), strange quark contri-
bution to the connected diagrams, and sub-leading dis-
connected diagrams’ contribution. Many of the above
systematic errors are resulting from lacking the corre-
sponding terms in the fitting formula, Eq. (5), which we
shall refer to as the “fit-plus-form-2L-2a-2ad-4ad”. We
therefore estimate the systematic errors by fitting with
di�erent fitting formulas with these terms included. We
listed all the fitting forms below.

• fit-plus-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (12)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3 (13)

�cI1(aD GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (14)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + c2(a GeV)4
�

• fit-plus-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (15)

�c1(a GeV)2 + cI2(aI GeV)4 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-2ad-4ad-lna

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (16)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � �S

�
log

�
(a GeV)2

���

• fit-plus-form-2L-2a-2ad-4ad-cross

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (17)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � 1

mµL

��

• fit-product-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(18)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3

�
(19)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(20)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+c2(a GeV)4
�

• fit-product-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(21)

�
�
1 � c1(a GeV)2

+cI2(aI GeV)4 + cD2 (aD GeV)4
�

I O(a2/L):
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Variable Value Statistical Error

aµ 46.21446 0.15636
b2 6.54789 0.13960
b3 7.06359 0.38837

c1/10 1.84720 0.01728
c2/102 1.19503 0.03024
b�
1 1.07316 0.01327

B. Systematic error estimation

We discuss how we estimate all systematic errors pre-
sented in our results, including: hybrid O(a2), O(a4),
O(a2 log(a2)), O(1/L3), O(a2/L), strange quark contri-
bution to the connected diagrams, and sub-leading dis-
connected diagrams’ contribution. Many of the above
systematic errors are resulting from lacking the corre-
sponding terms in the fitting formula, Eq. (5), which we
shall refer to as the “fit-plus-form-2L-2a-2ad-4ad”. We
therefore estimate the systematic errors by fitting with
di�erent fitting formulas with these terms included. We
listed all the fitting forms below.

• fit-plus-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (12)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3 (13)

�cI1(aD GeV)2 � cD1 (aD GeV)2 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (14)

�cI1(aI GeV)2 � cD1 (aD GeV)2 + c2(a GeV)4
�

• fit-plus-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (15)

�c1(a GeV)2 + cI2(aI GeV)4 + cD2 (aD GeV)4
�

• fit-plus-form-2L-2a-2ad-4ad-lna

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (16)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � �S

�
log

�
(a GeV)2

���

• fit-plus-form-2L-2a-2ad-4ad-cross

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 (17)

�
�
cI1(aI GeV)2 + cD1 (aD GeV)2 � cD2 (aD GeV)4

�

�
�
1 � 1

mµL

��

• fit-product-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(18)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2 + b2
(mµL)3

�
(19)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+cD2 (aD GeV)4
�

• fit-product-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(20)

�
�
1 � cI1(aI GeV)2 � cD1 (aD GeV)2

+c2(a GeV)4
�

• fit-product-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

�
1 � b2

(mµL)2
�

(21)

�
�
1 � c1(a GeV)2

+cI2(aI GeV)4 + cD2 (aD GeV)4
�
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Variable Value Statistical Error

aµ 46.21446 0.15636
b2 6.54789 0.13960
b3 7.06359 0.38837

c1/10 1.84720 0.01728
c2/102 1.19503 0.03024
bÕ
1 1.07316 0.01327

B. Systematic error estimation

We discuss how we estimate all systematic errors pre-
sented in our results, including: hybrid O(a2), O(a4),
O(a2 log(a2)), O(1/L3), O(a2/L), strange quark contri-
bution to the connected diagrams, and sub-leading dis-
connected diagrams’ contribution. Many of the above
systematic errors are resulting from lacking the corre-
sponding terms in the fitting formula, Eq. (5), which we
shall refer to as the “fit-plus-form-2L-2a-2ad-4ad”. We
therefore estimate the systematic errors by fitting with
di�erent fitting formulas with these terms included. We
listed all the fitting forms below.

• fit-plus-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2 (12)

≠cI1(aI GeV)2 ≠ cD1 (aD GeV)2 + cD2 (aD GeV)4
2

• fit-plus-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2 + b2
(mµL)3 (13)

≠cI1(aD GeV)2 ≠ cD1 (aD GeV)2 + cD2 (aD GeV)4
2

• fit-plus-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2 (14)

≠cI1(aI GeV)2 ≠ cD1 (aD GeV)2 + c2(a GeV)4
2

• fit-plus-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2 (15)

≠c1(a GeV)2 + cI2(aI GeV)4 + cD2 (aD GeV)4
2

• fit-plus-form-2L-2a-2ad-4ad-lna

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2 (16)

≠
1
cI1(aI GeV)2 + cD1 (aD GeV)2 ≠ cD2 (aD GeV)4

2

◊
1
1 ≠ –S

fi
log

!
(a GeV)2

"2B

• fit-plus-form-2L-2a-2ad-4ad-cross

aµ(L, aI, aD) = aµ

A
1 ≠ b2

(mµL)2 (17)

≠
1
cI1(aI GeV)2 + cD1 (aD GeV)2 ≠ cD2 (aD GeV)4

2

◊
1
1 ≠ 1

mµL

2B

• fit-product-form-2L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2
2

(18)

◊
1
1 ≠ cI1(aI GeV)2 ≠ cD1 (aD GeV)2

+cD2 (aD GeV)4
2

• fit-product-form-3L-2a-2ad-4ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2 + b2
(mµL)3

2
(19)

◊
1
1 ≠ cI1(aI GeV)2 ≠ cD1 (aD GeV)2

+cD2 (aD GeV)4
2

• fit-product-form-2L-2a-4a-2ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2
2

(20)

◊
1
1 ≠ cI1(aI GeV)2 ≠ cD1 (aD GeV)2

+c2(a GeV)4
2

• fit-product-form-2L-2a-4a-4ad

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2
2

(21)

◊
1
1 ≠ c1(a GeV)2

+cI2(aI GeV)4 + cD2 (aD GeV)4
2

form O(a2/L) (non-locality of QEDL could increase these).
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Summary of results:
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5.35(1.35)stat ◊ 10≠10 for the connected, leading dis-
connected, and total HLbL contributions to the muon
anomaly, respectively. The errors quoted are purely sta-
tistical. We have since improved the statistics on the
leading disconnected diagram with measurements on 39
additional configurations, and the contribution becomes
≠6.03(60)◊10≠10. Since then we have computed on sev-
eral additional ensembles in order to take the continuum
and infinite volume limits (see Tab. I).

The results are displayed in Fig. 6 along with curves ob-
tained with the following equation:

aµ(L, aI, aD) = aµ

1
1 ≠ b2

(mµL)2 (5)

≠cI1(aI GeV)2 ≠ cD1 (aD GeV)2 + cD2 (aD GeV)4
2

where aI, aD represent the lattice spacings for the Iwasaki
and I-DSDR ensembles respectively. For the Iwasaki en-
sembles, we define the variable aD to be zero and vice
versa. Therefore the lattice spacing is always equal to
a = aI + aD. We allow di�erent a2 coe�cients for
the Iwasaki and I-DSDR ensembles as the gauge ac-
tions are di�erent. The lattice spacings for the I-DSDR
ensembles are not small enough to allow us to ignore
the a4 e�ects, and therefore we include them in the fit.
As we only have two lattice spacings for the I-DSDR
ensembles, with both a2 and a4 e�ects unknown, we
cannot extrapolate to the continuum just with the I-
DSDR ensembles. Therefore, based on this fit form,
the continuum limit is obtained from the two Iwasaki
ensembles, and the I-DSDR ensembles are used to ob-
tain the volume dependence only. In particular, the
32Dfine ensemble does not a�ect the fitted aµ at all. It
only helps to determine the parameter cD2 , which pro-
vides evidence for the size of the potential O(a4) sys-
tematic errors. We find for the connected, disconnected,
and total contributions, acon

µ = 23.76(3.96)stat(4.89)sys ◊
10≠10, adiscon

µ = ≠17.12(3.46)stat(4.41)sys ◊ 10≠10, atot
µ =

6.80(4.65)stat(1.56)sys ◊10≠10, respectively. For the total
contribution, we fit the total contribution for each ensem-
ble, which is slightly di�erent from the sum of the fitted
results from the connected and the disconnected parts.
Notice there is a large cancellation between the connected
and disconnected diagrams that persists for a æ 0 and
L æ Œ, so even though the individual contributions are
relatively well resolved, the total is not. The cancella-
tion is expected since hadronic light-by-light scattering
at long distance is dominated by the fi0 which contributes
to both diagrams, but with opposite sign [35, 42, 43]. No-
tice also that the a2 and 1/L2 corrections are individually
large but also tend to cancel in the sum.

The systematic errors mostly result from the higher or-
der discretization and finite volume e�ects which are not
included in the fitting formula Eq. (5). We therefore
estimate the errors through the change of the results af-
ter adding a corresponding term in the fitting formula.
For O(1/L3), we add another 1/(mµL)3 term with the

con discon tot

aµ 23.76(3.96) -17.12(3.46) 6.80(4.65)
sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.88(0.53) 0.83(0.46) 1.08(0.98)

sys O(a2 log(a2)) 0.21(0.18) 0.28(0.14) 0.06(0.21)
sys O(a2/L) 4.18(2.37) 3.93(2.30) 0.50(2.38)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 4.89(2.17) 4.41(2.15) 1.56(0.90)

TABLE II. Central value and various systematic errors. Num-
bers in parentheses are statistical error for the corresponding
values.

con discon tot

aµ 24.16(2.30) -17.12(3.46) 7.20(3.98)
sys hybrid O(a2) 0.20(0.45) 0 0.20(0.45)

sys O(1/L3) 2.34(0.41) 1.72(0.32) 0.83(0.56)
sys O(a4) 0.93(0.32) 0.83(0.46) 1.07(0.97)

sys O(a2 log(a2)) 0.23(0.08) 0.05(0.16) 0.05(0.16)
sys O(a2/L) 4.43(1.38) 3.93(2.30) 0.72(2.06)

sys strange con 0.30 0 0.30
sys sub-discon 0 0.50 0.50

sys all 5.12(1.32) 4.41(2.15) 1.65(1.13)

TABLE III. Central value and various systematic errors, use
the hybrid continuum limit for the connected diagrams. Num-
bers in parentheses are statistical error for the corresponding
values.

same coe�cient as the 1/(mµL)2 term. For O(a4) ef-
fects, we add an a4 term also for the Iwasaki ensembles
with coe�cient similar to the I-DSDR ensembles. For
O(a2 log(a2)) e�ects, we multiply the discretization ef-
fect terms in Eq. (5) by (1 ≠ (–S/fi) log(a2 GeV)). For
O(a2/L), we multiply the discretization e�ect terms in
Eq. (5) by (1 ≠ 1/(mµL)). In addition, for the only two
contributions which we have not included in the present
HLbL calculation: (a) strange quark contribution to the
connected diagrams; (b) sub-leading disconnected dia-
grams’ contribution. We have performed lattice calcula-
tions with the QEDŒ approach [47] on the 24D ensemble
to estimate the systematic errors. These systematic er-
rors are added in quadrature and summarized in Tab. II.
In the supplementary materials, these systematic errors
are discussed in more detail.

While the large relative error on the total is a bit unsat-
isfactory, we emphasize that our result represents an im-
portant estimate on the hadronic light-by-light scattering
contribution to the muon anomaly, with all systematic er-
rors controlled. It appears that this contribution cannot
bring the Standard Model and the E821 experiment in
agreement.
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FIG. 6. Infinite volume extrapolation. Connected (top), dis-
connected (middle), and total (bottom). We have use the
hybrid method to calculate the continuum limit for the con-
nected contribution.

In fact we can do even a bit better with the data on
hand. As seen in Fig. 5, which shows the cumulative
sum of all contributions up to a given separation of the
two sampled currents in the hadronic loop, the total con-
nected contribution saturates at a distance of about 1
fm for all ensembles. This suggests the region r >≥ 1
fm adds mostly noise and little signal, and the situation
gets worse in the limits. A more accurate estimate can
be obtained by taking the continuum limit for the sum
up to r = 1 fm, and above that by taking the contri-
bution from the relatively precise 483 ensemble. We in-
clude a systematic error on this long distance part since
it is not extrapolated to a = 0. The infinite volume
limit is taken as before. This hybrid procedure yields
acon
µ = 24.16(2.30)stat(5.12)sys ◊ 10≠10, with a statisti-

cal error that is roughly 2◊ smaller and the additional
O(a2) systematic error from the hybrid procedure is only
0.20 ◊ 10≠10. Unfortunately a similar procedure for the
disconnected diagram is not reliable, as can be seen in the
lower panel of Fig. 5. The cumulative plots do not reach

plateaus around 1 fm, but instead tend to fall signifi-
cantly up to 2 fm, or more. Once the cut moves beyond
1 fm it is no longer e�ective. The di�erent behavior be-
tween the two stems from the di�erent sampling strate-
gies used for each [32]. Using the improved connected
result, we find our final result for QEDL,

atot
µ = 7.20(3.98)stat(1.65)sys ◊ 10≠10, (6)

where the error is mostly statistical. We also include
all systematic errors added in quadrature, including the
hybrid O(a2) error of the connected diagram. The sys-
tematic errors are summarized in Tab. III.

V. SUMMARY AND OUTLOOK

We have presented results for the hadronic light-by-light
scattering contribution to the muon g ≠ 2 from Lattice
QCD+QED calculations with all errors under control.
Large discretization and finite volume corrections are ap-
parent but under control, and the value in the continuum
and infinite volume limits is compatible with previous
model and dispersive treatments, albeit with a large sta-
tistical error. Despite the large error, which results after
a large cancellation between quark- connected and dis-
connected diagrams, our calculation suggests that light-
by-light scattering can not be behind the approximately
3.7 standard deviation discrepancy between the Standard
Model and the BNL experiment E821. Future calcula-
tions will reduce the error significantly. The calculations
presented here strengthen the much anticipated test of
the Standard Model from the new experiments at Fermi-
lab and J-PARC, with the former planning to announce
first results near the beginning of 2020.
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Next steps in first-principles calculation of HLbL

I Further reduce statistical and finite-volume errors

I Take infinite-volume limit also with finite-volume
QCD+infinite-volume QED mixed approach
PRD96(2017)034515 (Blum, Christ, Hayakawa, Izubuchi, Jin, Jung, and CL)

I We anticipate most of the running for these updates to be
completed by the end of the first quarter of 2020

Continued effort using these methods to reduce HLbL uncertainty over next years to δaHLbL
µ ∼ 1× 10−10,

below Fermilab E989 uncertainty
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Status of HVP determinations

No new physics
KNT 2019
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KNT 2018
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We present a first-principles lattice QCDþ QED calculation at physical pion mass of the leading-order
hadronic vacuum polarization contribution to the muon anomalous magnetic moment. The total
contribution of up, down, strange, and charm quarks including QED and strong isospin breaking effects
is aHVP LO

μ ¼ 715.4ð18.7Þ × 10−10. By supplementing lattice data for very short and long distances with
R-ratio data, we significantly improve the precision to aHVP LO

μ ¼ 692.5ð2.7Þ × 10−10. This is the currently
most precise determination of aHVP LO

μ .

DOI: 10.1103/PhysRevLett.121.022003

Introduction.—The anomalous magnetic moment of the
muon aμ is defined as the deviation of the Landé factor gμ
from Dirac’s relativistic quantum mechanics result,
aμ ¼ ½ðgμ − 2Þ=2&. It is one of themost precisely determined
quantities in particle physics and is currently known both
experimentally (BNL E821) [1] and from a standard model
theory calculation [2] to approximately1=2parts permillion.
Interestingly, the standard model result aSMμ deviates

from the experimental measurement aexptμ at the 3–4σ level,
depending on which determination of the leading-order
hadronic vacuum polarization aHVP LO

μ is used. One finds
[3–6]

aexptμ − aSMμ ¼ 25.0ð4.3Þð2.6Þð6.3Þ × 10−10 ½3; 4&;
31.8ð4.1Þð2.6Þð6.3Þ × 10−10 ½4; 5&;
26.8ð3.4Þð2.6Þð6.3Þ × 10−10 ½4; 6&; ð1Þ

where the quoted errors correspond to the uncertainty in
aHVP LO
μ , aSMμ − aHVP LO

μ , and aexptμ . This tension may hint at
new physics beyond the standard model of particle physics
such that a reduction of uncertainties in Eq. (1) is highly
desirable. New experiments at Fermilab (E989) [7] and
J-PARC (E34) [8] intend to decrease the experimental

uncertainty by a factor of 4. First results of the E989
experiment may be available before the end of 2018 [9]
such that a reduction in uncertainty of the aHVP LO

μ con-
tribution is of timely interest.
In the following, we perform a complete first-principles

calculation of aHVP LO
μ in lattice QCDþ QED at physical

pion mass with nondegenerate up and down quark masses
and present results for the up, down, strange, and charm
quark contributions. Our lattice calculation of the light-
quark QED correction to aHVP LO

μ is the first such calcu-
lation performed at physical pion mass. In addition, we
replace lattice data at very short and long distances by
experimental eþe− scattering data using the compilation of
Ref. [10], which allows us to produce the currently most
precise determination of aHVP LO

μ .
Computational method.—The general setup of our non-

perturbative lattice computation is described in Ref. [11].
We compute

aμ ¼ 4α2
Z

∞

0
dq2fðq2Þ½Πðq2Þ − Πðq2 ¼ 0Þ&; ð2Þ

where fðq2Þ is a known analytic function [11] and Πðq2Þ is
defined as

P
xe

iqxhJμðxÞJνð0Þi ¼ ðδμνq2 − qμqνÞΠðq2Þ
with sum over space-time coordinate x and JμðxÞ ¼
i
P

f Q fΨ̄fðxÞγμΨfðxÞ. The sum is over up, down, strange,
and charm quark flavors with QED charges Q up;charm ¼ 2=3
and Q down;strange ¼ −1=3. For convenience we do not
explicitly write the superscript HVP LO. We compute
Πðq2Þ using the kernel function of Refs. [12,13]
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Lattice QCD – Time-Moment Representation

Starting from the vector current Jµ(x) = i
∑

f Qf Ψf (x)γµΨf (x) we may
write

aHVP LO
µ =

∞∑

t=0

wtC (t)

with

C (t) =
1

3

∑

~x

∑

j=0,1,2

〈Jj(~x , t)Jj(0)〉

and wt capturing the photon and muon part of the HVP diagrams
(Bernecker-Meyer 2011).

The correlator C (t) is computed in lattice QCD+QED at physical pion
mass with non-degenerate up and down quark masses including up,
down, strange, and charm quark contributions. The missing bottom
quark contributions are computed in pQCD.
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Diagrams – Isospin limit 2

with C(t) = 1
3

P
~x

P
j=0,1,2hJj(~x, t)Jj(0)i. With appro-

priate definition of wt, we can therefore write

aµ =
X

t

wtC(t) . (4)

The correlator C(t) is computed in lattice QCD+QED
with dynamical up, down, and strange quarks and non-
degenerate up and down quark masses. We compute the
missing contributions to aµ from bottom quarks and from
charm sea quarks in perturbative QCD [13] by integrating
the time-like region above 2 GeV and find them to be
smaller than 0.3 ⇥ 10�10.

We tune the bare up, down, and strange quark masses
mup, mdown, and mstrange such that the ⇡0, ⇡+, K0, and
K+ meson masses computed in our calculation agree with
the respective experimental measurements [14]. The lat-
tice spacing is determined by setting the �� mass to
its experimental value. We perform the calculation as a
perturbation around an isospin-symmetric lattice QCD
computation [15, 16] with two degenerate light quarks
with mass mlight and a heavy quark with mass mheavy

tuned to produce a pion mass of 135.0 MeV and a kaon
mass of 495.7 MeV [17]. The correlator is expanded in
the fine-structure constant ↵ as well as �mup, down =
mup, down � mlight, and �mstrange = mstrange � mheavy.
We write

C(t) = C(0)(t) + ↵C
(1)
QED(t) +

X

f

�mfC
(1)
�mf

(t)

+ O(↵2,↵�m,�m2) , (5)

where C(0)(t) is obtained in the lattice QCD calculation
at the isospin symmetric point and the expansion terms
define the QED and strong isospin-breaking (SIB) correc-
tions, respectively. We keep only the leading corrections
in ↵ and �mf which is su�cient for the desired precision.

We insert the photon-quark vertices perturbatively
with photons coupled to local lattice vector currents mul-
tiplied by the renormalization factor ZV [17]. We use
ZA ⇡ ZV for the charm [22] and QED corrections. The
SIB correction is computed by inserting scalar operators
in the respective quark lines. The procedure used for
e�ective masses in such a perturbative expansion is ex-
plained in Ref. [18]. We use the finite-volume QEDL

prescription [19] and remove the universal 1/L and 1/L2

corrections to the masses [20] with spatial lattice size L.
The e�ect of 1/L3 corrections is small compared to our
statistical uncertainties. We find �mup = �0.00050(1),
�mdown = 0.00050(1), and �mstrange = �0.0002(2) for
the 48I lattice ensemble described in Ref. [17]. The shift
of the �� mass due to the QED correction is significantly
smaller than the lattice spacing uncertainty and its e�ect
on C(t) is therefore not included separately.

Figure 1 shows the quark-connected and quark-
disconnected contributions to C(0). Similarly, Fig. 2
shows the relevant diagrams for the QED correction to

FIG. 1. Quark-connected (left) and quark-disconnected
(right) diagram for the calculation of aHVP LO

µ . We do not
draw gluons but consider each diagram to represent all orders
in QCD.
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Figure 6: Displacement probability for 48c run 1.

(a) V (b) S (c) T (d) D1 (e) D2

(f) F (g) D3

Figure 7: Mass-splitting and HVP 1-photon diagrams. In the former the dots
are meson operators, in the latter the dots are external photon vertices. Note
that for the HVP some of them (such as F with no gluons between the two
quark loops) are counted as HVP NLO instead of HVP LO QED corrections.
We need to make sure not to double-count those, i.e., we need to include the
appropriate subtractions! Also note that some diagrams are absent for flavor
non-diagonal operators.

8

FIG. 2. QED-correction diagrams with external pseudo-scalar
or vector operators.

the meson spectrum and the hadronic vacuum polariza-
tion. The external vertices are pseudo-scalar operators
for the former and vector operators for the latter. We
refer to diagrams S and V as the QED-connected and to
diagram F as the QED-disconnected contribution. We
note that only the parts of diagram F with additional
gluons exchanged between the two quark loops contribute
to aHVP LO

µ as otherwise an internal cut through a single
photon line is possible. For this reason, we subtract the
separate quantum-averages of quark loops in diagram F.
In the current calculation, we neglect diagrams T, D1,
D2, and D3. This approximation is estimated to yield an
O(10%) correction for isospin splittings [21] for which the
neglected diagrams are both SU(3) and 1/Nc suppressed.
For the hadronic vacuum polarization the contribution of
neglected diagrams is still 1/Nc suppressed and we adopt
a corresponding 30% uncertainty.

In Fig. 3, we show the SIB diagrams. In the calcu-

x

x

x

(a) M

x

x

x

(b) R

x

x

x

(c) O

Figure 8: Mass-counterterm diagrams for mass-splitting and HVP 1-photon
diagrams. Diagram M gives the valence, diagram R the sea quark mass shift
e�ects to the meson masses. Diagram O would yield a correction to the HVP
disconnected contribution (that likely is very small).

9

FIG. 3. Strong isospin-breaking correction diagrams. The
crosses denote the insertion of a scalar operator.

Diagrams – QED corrections

and fit d�.
red For the finite-volume errors, the two-pion states in d are identical to the

I = 1 contributions of c and can be calculated using the GSL estimate which
we use for c. For the omega-related finite-volume errors, I will take the fitted
d� and E� and use this as the full result at finite-volume and compare it to
a GS model with omega mass from the fitted E� and width from the PDG
in infinite-volume. I should also compare this to R-ratio results for the I = 0
channel.

Do this entire exercise for 24ID and 32ID to estimate discretization errors.

4 QED and SIB diagrams

We will perform a full first-principles calculation of all O(↵) and O(mu � md)
corrections. The corresponding list of diagrams is given in Figs. 1 and 2.
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Window method (implemented in RBC/UKQCD 2018)

We therefore also consider a window method. Following Meyer-Bernecker
2011 and smearing over t to define the continuum limit we write

aµ = aSD
µ + aW

µ + aLD
µ

with

aSD
µ =

∑

t

C (t)wt [1−Θ(t, t0,∆)] ,

aW
µ =

∑

t

C (t)wt [Θ(t, t0,∆)−Θ(t, t1,∆)] ,

aLD
µ =

∑

t

C (t)wtΘ(t, t1,∆) ,

Θ(t, t ′,∆) = [1 + tanh [(t − t ′)/∆]] /2 .

In this version of the calculation, we use
C (t) = 1

12π2

∫∞
0

d(
√
s)R(s)se−

√
st with R(s) = 3s

4πα2σ(s, e+e− → had)
to compute aSD

µ and aLD
µ .
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How does this translate to the time-like region?

Supplementary Information – S1

SUPPLEMENTARY MATERIAL

In this section we expand on a selection of technical de-
tails and add results to facilitate cross-checks of di↵erent
calculations of aHVP LO

µ .

Continuum limit: The continuum limit of a selec-
tion of light-quark window contributions aW

µ is shown in
Fig. 8. We note that the results on the coarse lattice di↵er
from the continuum limit only at the level of a few per-
cent. We attribute this mild continuum limit to the fa-
vorable properties of the domain-wall discretization used
in this work. This is in contrast to a rather steep contin-
uum extrapolation that occurs using staggered quarks as
seen, e.g., in Ref. [42].

The mild continuum limit for light quark contribu-
tions is consistent with a naive power-counting estimate
of (a⇤)2 = 0.05 with ⇤ = 400 MeV and suggests that
remaining discretization errors may be small. Since we
find such a mild behavior not just for a single quantity
but for all studied values of aW

µ with t0 ranging from 0.3
fm to 0.5 fm and t1 ranging from 0.3 fm to 2.6 fm, we
suggest that it is rather unlikely that the mild behav-
ior is result of an accidental cancellation of higher-order
terms in an expansion in a2. This lends support to our
quoted discretization error based on an O(a4) estimate.
In future work, this will be subject to further scrutiny by
adding a data-point at an additional lattice spacing.

Energy re-weighting: The top panel of Fig. 9 shows
the weighted correlator wtC(t) for the full aµ as well as
short-distance and long-distance projections aSD

µ and aLD
µ

for t0 = 0.4 fm and t1 = 1.5 fm. The bottom panel of
Fig. 9 shows the corresponding contributions to aµ sep-
arated by energy scale

p
s. We notice that, as expected,

aSD
µ has reduced contributions from low-energy scales and

aLD
µ has reduced contributions from high-energy scales.

In the limit of projection to su�ciently long distances, we
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energy regions (bottom).

may attempt to contrast the R-ratio data directly with
an exclusive study of the low-lying ⇡⇡ states in the lattice
calculation. This is left to future work.

Statistics of light-quark contribution: We use an
improved statistical estimator including a full low-mode
average for the light-quark connected contribution in the
isospin symmetric limit as discussed in the main text.
For this estimator, we find that we are able to saturate
the statistical fluctuations to the gauge noise for 50 point
sources per configuration. For the 48I ensemble we mea-
sure on 127 gauge configurations and for the 64I ensem-
ble we measure on 160 gauge configurations. Our result
is therefore obtained from a total of approximately 14k
domain-wall fermion propagator calculations.

Results for other values of t0 and t1: In Tabs. S I-
S VII we provide results for di↵erent choices of window
parameters t0 and t1. We believe that this additional
data may facilitate cross-checks between di↵erent lattice
collaborations in particular also with regard to the up
and down quark connected contribution in the isospin
limit.
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sources per configuration. For the 48I ensemble we mea-
sure on 127 gauge configurations and for the 64I ensem-
ble we measure on 160 gauge configurations. Our result
is therefore obtained from a total of approximately 14k
domain-wall fermion propagator calculations.

Results for other values of t0 and t1: In Tabs. S I-
S VII we provide results for di↵erent choices of window
parameters t0 and t1. We believe that this additional
data may facilitate cross-checks between di↵erent lattice
collaborations in particular also with regard to the up
and down quark connected contribution in the isospin
limit.

Most of ππ peak is captured by window from t0 = 0.4 fm to t1 = 1.5 fm,
so replacing this region with lattice data reduces the dependence on
BaBar versus KLOE data sets.
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The pure lattice calculation of RBC/UKQCD 2018:

1010 × aHVP LO
µ = 715.4(18.7)

= 715.4(16.3)S(7.8)V(3.0)C(1.9)A(3.2)other

(S) statistics, (V) finite-volume errors, (C) the continuum limit extrapolation, (A) scale setting uncertainty;

other ⊃ neglected diagrams for QED and SIB, estimate of bottom quark contribution

Statistical noise mostly from isospin symmetric light quark connected

(14.2) and disconnected (3.3), QED (5.7), SIB (4.3)

RBC/UKQCD 2019 update (in preparation):

I Improved methodology

I A lot of new data
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Improved methodology



Improved statistics and systematics – Bounding Method
BMW/RBC/UKQCD 2016

The correlator in finite volume

C (t) =
∑

n

|〈0|V |n〉|2e−Ent .

We can bound this correlator at each t from above and below by
the correlators

C̃ (t;T , Ẽ ) =

{
C (t) t < T ,

C (T )e−(t−T )Ẽ t ≥ T

for proper choice of Ẽ . We can chose Ẽ = E0 (assuming
E0 < E1 < . . .) to create a strict upper bound and any Ẽ larger
than the local effective mass to define a strict lower bound.
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Improved Bounding Method RBC/UKQCD 2018, first presented at KEK workshop

Therefore if we had precise knowledge of the lowest n = 0, . . . ,N
values of |〈0|V |n〉| and En, we could define a new correlator

CN(t) = C (t)−
N∑

n=0

|〈0|V |n〉|2e−Ent

which we could bound much more strongly through the larger
lowest energy EN+1 � E0. New method: do a GEVP study of FV
spectrum to perform this subtraction.
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GEVP operators (I = 1, I3 = 0, ptot = ~0, T−1 ): 2pi (1,2,3,4 units
of momentum), 4pi (two different), local and smeared vector
currents

I Two data sets: n-pi operators made out of improved
(γ5, γ5γt , γ5γie

i~p~x) or unimproved (γ5) pion operators

I Operators automatically generated for given representation:
https://github.com/asmeyer2012/wickop

I Automatically contract operators to diagrams:
https://github.com/lehner/Wick

I Automatically evaluate diagrams using A2A/Distillation data:
https://github.com/lehner/Contractor
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974 contractions for 4pi-4pi:

1/3:

4fi Contractions

Aaron S. Meyer Section: LQCD Computation Setup 23/ 46
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974 contractions for 4pi-4pi:

2/3:

4fi Contractions cont...

Aaron S. Meyer Section: LQCD Computation Setup 24/ 46
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974 contractions for 4pi-4pi:

3/3:

4fi Contractions cont... cont...

Aaron S. Meyer Section: LQCD Computation Setup 25/ 46
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Unimproved energies, a−1 = 1.73 GeV
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Improved energies, a−1 = 1.73 GeV
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Unimproved c2
n = |〈0|V |n〉|2

 0

 0.0005

 0.001

 0.0015

 0.002

 0.0025

 0.003

 0.0035

 0.004

 3  4  5  6  7  8  9

t/a

|c02|
|c12|
|c22|
|c32|
|c42|
|c52|
|c62|

38 / 51



Improved c2
n = |〈0|V |n〉|2
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Improved systematics – compute finite-volume effects from
first-principles

RBC/UKQCD study of QCD at physical pion mass at three different
volumes:

L = 4.66 fm, L = 5.47 fm, L = 6.22 fm

Results for light-quark isospin-symmetric connected contribution:

I aµ(L = 6.22 fm)− aµ(L = 4.66 fm) = 12.2× 10−10 (sQED),
21.6(6.3)× 10−10 (lattice QCD)

I Need to do better than sQED in finite-volume
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First constrain the p-wave phase shift from our L = 6.22 fm
physical pion mass lattice:
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Eρ = 0.766(21) GeV (PDG 0.77549(34) GeV)
Γρ = 0.139(18) GeV (PDG 0.1462(7) GeV)
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GSL2 finite-volume results compared to sQED and lattice
GSL2 method of Meyer 2012

Results for light-quark isospin-symmetric connected contribution:

I FV difference between aµ(L = 6.22 fm)− aµ(L = 4.66
fm) = 12.2× 10−10 (sQED), 21.6(6.3)× 10−10 (lattice QCD),
20(3)× 10−10 (GSL2)

I GSL2 prediction agrees with actual FV effect measured on the
lattice, sQED is in slight tension, two-loop FV ChPT to be
compared next Bijnens and Relefors 2017

I Use GSL2 to update FV correction of Phys. Rev. Lett. 121, 022003
(2018): aµ(L→∞)− aµ(L = 5.47 fm) = 16(4)× 10−10 (sQED),
22(1)× 10−10 (GSL2); sQED error estimate based on Bijnens and
Relefors 2017, table 1.

I Compare also to Hansen-Patella 2019 1904.10010:
aµ(L→∞)− aµ(L = 5.47 fm) ≈ 14× 10−10, effect of neglected

e−
√

2mπL significant; currently computed
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Other improvements (I) - SIB:

I Calculate both mass derivative with insertion of scalar
operators as well as fit to valence pion mass dependence

Other improvements (II) - Disconnected diagrams:

I Study volume-dependence and continuum limit, much more
statistics; build “tadpole” fields following our
PRL116(2016)232002

Other improvements (III) - QED continuum limit and scale:

I QED analysis of 2018 paper now with continuum limit, new
ZV determination for consistency check (vector charge of
pion), improved Ω mass analysis
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Other improvements (IV) - QED from HLbL data:

I HLBL point-source data from HLbL work presented above

I HVP QED from re-analysis of HLbL point-source data (see
also τ project and Mattia’s talk last week, 1811.00508)
reduces statistical noise by ≈ 10× for V and S

I Infinte-volume and continuum limit also for diagram V, S, and
F

I First results for T, D1, and R; other sub-leading in preparation
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New data set



Ensembles at physical pion mass:

48I (1.73 GeV, 5.5fm), 64I (2.359 GeV, 5.4fm), 24ID (1 GeV, 4.7fm), 32ID (1 GeV,

6.2fm), 48ID (1 GeV, 9.3fm), 32IDf (1.37 GeV, 4.6fm)

RBC/UKQCD 2019 (data for light quarks, changes from 2018):

I A2A data for connected isospin symmetric: 48I (127 conf → 400 conf), 64I
(160 conf → 250 conf), 24ID (new 130 conf, multi mass), 32ID (new 88 conf,
multi mass)

I A2A data (tadpole fields) for disconnected: 48I (33 conf), 24ID (new 260 conf,
multi mass), 32IDf (new 103 conf)

I QED and SIB corrections to meson and Ω masses, ZV : 48I (30 conf) and 64I
(new 30 conf)

I QED and SIB from HLbL point sources on 48I, 24ID, 32ID, 32IDf (on order of
20 conf each, 2000 points per config)

I Distillation data on 48I (33 conf), 64I (in progr.), 24ID (33 conf), 32ID (11
conf, multi-mass)

I New Ω mass operators (excited states control): 48I (130 conf)
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Add a−1 = 2.77 GeV lattice spacing

I Third lattice spacing for strange data (a−1 = 2.77 GeV with
mπ = 234 MeV with sea light-quark mass corrected from global fit):
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In this figure, we have attempted a linear fit in a2. The p value of all shown
fits is good and does not resolve the a4 or a2 log(a2) coe�cients from zero. We
can, however, allow them to be included in the fit (for now just a4), which
significantly increases the uncertainty of the extrapolation
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A better way to study the quality of agreement of di↵erent discretizations
is to look at correlated di↵erences between the di↵erent methods on the same
ensemble. In these di↵erences virtually all statistical noise cancels

4

I For light quark need new ensemble at physical pion mass. Started
run on Summit Machine at Oak Ridge this year (a−1 = 2.77 GeV
with mπ = 139 MeV).



Data is generated, now analysis/cross-checks (will have at least
two independent analyses for each component)

Components:

I Light-quark conn. isospin symmetric

I QED update of diagrams V,S,F

I QED update of ZV , m+,0
π , m+,0

K , mΩ correction

I FV corrections (GSL2)

I Third lattice spacing for strange (and light)

I Disconnected

I SIB connected+disconnected

I Additional systematic error estimates
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Conclusions and Outlook (HVP)

I We have all ingredients to make a first-principles lattice
computation of HVP with error O(5× 10−10)

I With lattice precision improvements, window method will be able to
weigh in on BaBar/KLOE

I Data for next paper is ready and analysis is progressing
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Conclusions and Outlook

I We are within months of the release of the new experimental
data

I Lattice QCD+QED has matured both for HVP and HLbL and
can control all systematic errors

I For both, first-principles LQCD+QED calculations can reach
final experimental precision of Fermilab experiment by the end
of the experiment around 2022
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Backup



Dispersive method - e+e− status

Recent results by Keshavarzi et al. 2018, Davier et al. 2017:

Channel This work (KNT18) DHMZ17 [78] Di↵erence
Data based channels (

p
s  1.8 GeV)

⇡0� (data + ChPT) 4.58 ± 0.10 4.29 ± 0.10 0.29
⇡+⇡� (data + ChPT) 503.74 ± 1.96 507.14 ± 2.58 �3.40
⇡+⇡�⇡0 (data + ChPT) 47.70 ± 0.89 46.20 ± 1.45 1.50
⇡+⇡�⇡+⇡� 13.99 ± 0.19 13.68 ± 0.31 0.31
⇡+⇡�⇡0⇡0 18.15 ± 0.74 18.03 ± 0.54 0.12
(2⇡+2⇡�⇡0)no ⌘ 0.79 ± 0.08 0.69 ± 0.08 0.10
3⇡+3⇡� 0.10 ± 0.01 0.11 ± 0.01 �0.01
(2⇡+2⇡�2⇡0)no ⌘! 0.77 ± 0.11 0.72 ± 0.17 0.05
K+K� 23.00 ± 0.22 22.81 ± 0.41 0.19
K0

SK0
L 13.04 ± 0.19 12.82 ± 0.24 0.22

KK⇡ 2.44 ± 0.11 2.45 ± 0.15 �0.01
KK2⇡ 0.86 ± 0.05 0.85 ± 0.05 0.01
⌘� (data + ChPT) 0.70 ± 0.02 0.65 ± 0.02 0.05
⌘⇡+⇡� 1.18 ± 0.05 1.18 ± 0.07 0.00
(⌘⇡+⇡�⇡0)no ! 0.48 ± 0.12 0.39 ± 0.12 0.09
⌘2⇡+2⇡� 0.03 ± 0.01 0.03 ± 0.01 0.00
⌘! 0.29 ± 0.02 0.32 ± 0.03 �0.03
!(! ⇡0�)⇡0 0.87 ± 0.02 0.94 ± 0.03 �0.07
⌘� 0.33 ± 0.03 0.36 ± 0.03 �0.03
�! unaccounted 0.04 ± 0.04 0.05 ± 0.00 �0.01
⌘!⇡0 0.10 ± 0.05 0.06 ± 0.04 0.04
⌘(! npp)KK̄no �!KK̄ 0.00 ± 0.01 0.01 ± 0.01 � 0.01*

Estimated contributions (
p

s  1.8 GeV)
(⇡+⇡�3⇡0)no ⌘ 0.40 ± 0.04 0.35 ± 0.04 0.05
(⇡+⇡�4⇡0)no ⌘ 0.12 ± 0.12 0.11 ± 0.11 0.01
KK3⇡ � 0.02 ± 0.01 � 0.03 ± 0.02 0.01
!(! npp)2⇡ 0.08 ± 0.01 0.08 ± 0.01 0.00
!(! npp)3⇡ 0.10 ± 0.02 0.36 ± 0.01 �0.26
!(! npp)KK 0.00 ± 0.00 0.01 ± 0.00 �0.01
⌘⇡+⇡�2⇡0 0.03 ± 0.01 0.03 ± 0.01 0.00

Other contributions
J/ 6.26 ± 0.19 6.28 ± 0.07 �0.02
 0 1.58 ± 0.04 1.57 ± 0.03 0.01
⌥(1S � 4S) 0.09 ± 0.00 - 0.09**

Contributions by energy region
1.8  p

s  3.7 GeV 34.54 ± 0.56 (data) 33.45 ± 0.65 (pQCD)*** 1.09
3.7  p

s  5.0 GeV 7.33 ± 0.11 (data) 7.29 ± 0.03 (data) 0.04
5.0  p

s  9.3 GeV 6.62 ± 0.10 (data) 6.86 ± 0.04 (pQCD) �0.24
9.3  p

s  12.0 GeV 1.12 ± 0.01 (data+pQCD) 1.21 ± 0.01 (pQCD) �0.09
12.0  p

s  40.0 GeV 1.64 ± 0.00 (pQCD) 1.64 ± 0.00 (pQCD) 0.00
> 40.0 GeV 0.16 ± 0.00 (pQCD) 0.16 ± 0.00 (pQCD) 0.00

Total 693.3 ± 2.5 693.1 ± 3.4 0.2

*DHMZ have not removed the decay of ⌘ to pionic states which incurs a double counting of this
contribution with the KKn⇡ channels.

**DHMZ include the contributions from the ⌥ resonances in the energy region 9.3  p
s  12.0 GeV.

***DHMZ have inflated errors to account for di↵erences between data and pQCD.

Table 5: Comparison of the contributions to ahad, LO VP
µ calculated by DHMZ17 and in this work

(KNT18), where all results are given in units ahad, LO VP
µ ⇥ 1010. The first column indicates the

final state or individual contribution, the second column gives the KNT18 estimate, the third
column states the DHMZ17 estimate and the last column gives the di↵erence between the two
evaluations. For the final states in this work that have low energy contributions estimated from
chiral perturbation theory (see [7]), the contributions from these regions have been added to the
contributions from the respective data.
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Channel This work (KNT18) DHMZ17 [78] Di↵erence
Data based channels (

p
s  1.8 GeV)

⇡0� (data + ChPT) 4.58 ± 0.10 4.29 ± 0.10 0.29
⇡+⇡� (data + ChPT) 503.74 ± 1.96 507.14 ± 2.58 �3.40
⇡+⇡�⇡0 (data + ChPT) 47.70 ± 0.89 46.20 ± 1.45 1.50
⇡+⇡�⇡+⇡� 13.99 ± 0.19 13.68 ± 0.31 0.31
⇡+⇡�⇡0⇡0 18.15 ± 0.74 18.03 ± 0.54 0.12
(2⇡+2⇡�⇡0)no ⌘ 0.79 ± 0.08 0.69 ± 0.08 0.10
3⇡+3⇡� 0.10 ± 0.01 0.11 ± 0.01 �0.01
(2⇡+2⇡�2⇡0)no ⌘! 0.77 ± 0.11 0.72 ± 0.17 0.05
K+K� 23.00 ± 0.22 22.81 ± 0.41 0.19
K0

SK0
L 13.04 ± 0.19 12.82 ± 0.24 0.22

KK⇡ 2.44 ± 0.11 2.45 ± 0.15 �0.01
KK2⇡ 0.86 ± 0.05 0.85 ± 0.05 0.01
⌘� (data + ChPT) 0.70 ± 0.02 0.65 ± 0.02 0.05
⌘⇡+⇡� 1.18 ± 0.05 1.18 ± 0.07 0.00
(⌘⇡+⇡�⇡0)no ! 0.48 ± 0.12 0.39 ± 0.12 0.09
⌘2⇡+2⇡� 0.03 ± 0.01 0.03 ± 0.01 0.00
⌘! 0.29 ± 0.02 0.32 ± 0.03 �0.03
!(! ⇡0�)⇡0 0.87 ± 0.02 0.94 ± 0.03 �0.07
⌘� 0.33 ± 0.03 0.36 ± 0.03 �0.03
�! unaccounted 0.04 ± 0.04 0.05 ± 0.00 �0.01
⌘!⇡0 0.10 ± 0.05 0.06 ± 0.04 0.04
⌘(! npp)KK̄no �!KK̄ 0.00 ± 0.01 0.01 ± 0.01 � 0.01*

Estimated contributions (
p

s  1.8 GeV)
(⇡+⇡�3⇡0)no ⌘ 0.40 ± 0.04 0.35 ± 0.04 0.05
(⇡+⇡�4⇡0)no ⌘ 0.12 ± 0.12 0.11 ± 0.11 0.01
KK3⇡ � 0.02 ± 0.01 � 0.03 ± 0.02 0.01
!(! npp)2⇡ 0.08 ± 0.01 0.08 ± 0.01 0.00
!(! npp)3⇡ 0.10 ± 0.02 0.36 ± 0.01 �0.26
!(! npp)KK 0.00 ± 0.00 0.01 ± 0.00 �0.01
⌘⇡+⇡�2⇡0 0.03 ± 0.01 0.03 ± 0.01 0.00

Other contributions
J/ 6.26 ± 0.19 6.28 ± 0.07 �0.02
 0 1.58 ± 0.04 1.57 ± 0.03 0.01
⌥(1S � 4S) 0.09 ± 0.00 - 0.09**

Contributions by energy region
1.8  p

s  3.7 GeV 34.54 ± 0.56 (data) 33.45 ± 0.65 (pQCD)*** 1.09
3.7  p

s  5.0 GeV 7.33 ± 0.11 (data) 7.29 ± 0.03 (data) 0.04
5.0  p

s  9.3 GeV 6.62 ± 0.10 (data) 6.86 ± 0.04 (pQCD) �0.24
9.3  p

s  12.0 GeV 1.12 ± 0.01 (data+pQCD) 1.21 ± 0.01 (pQCD) �0.09
12.0  p

s  40.0 GeV 1.64 ± 0.00 (pQCD) 1.64 ± 0.00 (pQCD) 0.00
> 40.0 GeV 0.16 ± 0.00 (pQCD) 0.16 ± 0.00 (pQCD) 0.00

Total 693.3 ± 2.5 693.1 ± 3.4 0.2

*DHMZ have not removed the decay of ⌘ to pionic states which incurs a double counting of this
contribution with the KKn⇡ channels.

**DHMZ include the contributions from the ⌥ resonances in the energy region 9.3  p
s  12.0 GeV.

***DHMZ have inflated errors to account for di↵erences between data and pQCD.

Table 5: Comparison of the contributions to ahad, LO VP
µ calculated by DHMZ17 and in this work

(KNT18), where all results are given in units ahad, LO VP
µ ⇥ 1010. The first column indicates the

final state or individual contribution, the second column gives the KNT18 estimate, the third
column states the DHMZ17 estimate and the last column gives the di↵erence between the two
evaluations. For the final states in this work that have low energy contributions estimated from
chiral perturbation theory (see [7]), the contributions from these regions have been added to the
contributions from the respective data.
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Good agreement for total, individual channels disagree to some degree.
Muon g-2 Theory Initiative workshops recently held at Fermilab,
KEK, UConn, and Mainz, intend to facilitate discussions and further
understanding of these tensions.

One difference: treatment of correlations, impactful in particular in case
when not all experimental data agrees

http://www-conf.kek.jp/muonHVPws/g-2-theory-initiative.html
https://indico.him.uni-mainz.de/event/11/


Gounaris-Sakurai-Lüscher method [H. Meyer 2012, Mainz 2017]

I Produce FV spectrum and matrix elements from phase-shift study
(Lüscher method for spectrum and amplitudes, GS for phase-shift
parametrization)

I This allows for a prediction of FV effects beyond chiral perturbation
theory given that the phase-shift parametrization captures all
relevant effects (can be checked against lattice data)

I This method is now being employed by ETMC, Mainz, and
RBC/UKQCD.



Dispersive method - τ status
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Fig. 7. Fit of the pion form factor from 4m2
⇡ to 0.3 GeV2 using a third order expansion with the constraint

F (0) = 1 and using the measured pion charge radius-squared from space-like data. The result of the fit is
integrated only up to 0.13 GeV2. This figure supersedes the corresponding plot in Fig. 4 of [9].

ahad,LO
µ [⇡⇡, ⌧ ] (10�10)

Experiment
2m⇡± � 0.36 GeV 0.36 � 1.8 GeV

ALEPH 9.80 ± 0.40 ± 0.05 ± 0.07 501.2 ± 4.5 ± 2.7 ± 1.9
CLEO 9.65 ± 0.42 ± 0.17 ± 0.07 504.5 ± 5.4 ± 8.8 ± 1.9
OPAL 11.31 ± 0.76 ± 0.15 ± 0.07 515.6 ± 9.9 ± 6.9 ± 1.9
Belle 9.74 ± 0.28 ± 0.15 ± 0.07 503.9 ± 1.9 ± 7.8 ± 1.9

Combined 9.82 ± 0.13 ± 0.04 ± 0.07 506.4 ± 1.9 ± 2.2 ± 1.9

Table 6. The isospin-breaking-corrected ahad,LO
µ [⇡⇡, ⌧ ] (in units of 10�10) from the measured mass spectrum by

ALEPH, CLEO, OPAL and Belle, and the combined spectrum using the corresponding branching fraction values.
The results are shown separately in two di↵erent energy ranges. The first errors are due to the shapes of the mass
spectra, which also include very small contributions from the ⌧ -mass and |Vud| uncertainties. The second errors
originate from B⇡⇡0 and Be, and the third errors are due to the isospin-breaking corrections, which are partially
anti-correlated between the two energy ranges. The last row gives the evaluations using the combined spectra.
This table supersedes the corresponding results shown in Table 2 of [9].

8 Conclusions

The ALEPH non-strange spectral functions from hadronic ⌧ decays have been updated using a new
method to unfold the measured mass spectra from detector e↵ects. The new method provides a more
accurate unfolding and corrects a problem in the correlation matrix of the published spectral functions [3].
The updated spectral functions have been used to repeat the analyses of [3]: a phenomenological fit to
the ⇡⇡0 mass spectrum, a QCD analysis using the vector, axial-vector, and total non-strange spectral
functions, and the computation of the hadronic contribution to the anomalous magnetic moment of the
muon. The results obtained, although similar in most cases, supersede those reported in Ref. [3].

We thank the former ALEPH Collaboration for providing the original data used in this re-analysis.
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Davier et al. 2013: ahad,LO
µ [ππ, τ ] = 516.2(3.5)× 10−10 (2m±π – 1.8 GeV)

Compare to e+e−:

I ahad,LO
µ [ππ, e+e−] = 507.1(2.6)× 10−10 (DHMZ17, 2m±π – 1.8 GeV)

I ahad,LO
µ [ππ, e+e−] = 503.7(2.0)× 10−10 (KNT18, 2m±π – 1.937 GeV)

Here treatment of isospin-breaking to relate matrix elements of V I=1,I3=1
µ to V I=1,I3=0

µ

crucial. Progress towards a first-principles calculation from LQCD+QED, see
1811.00508.



Regions of precision (R-ratio data here is from Fred Jegerlehner 2017)
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FIG. 4. Comparison of wtC(t) obtained using R-ratio data
[1] and lattice data on our 64I ensemble.

lation presented here, we only include diagram M. For
the meson masses this corresponds to neglecting the sea
quark mass correction, which we have previously [17] de-
termined to be an O(2%) and O(14%) e↵ect for the pi-
ons and kaons, respectively. This estimate is based on
the analytic fits of (H7) and (H9) of Ref. [17] with ratios
C

m⇡, K

2 /C
m⇡, K

1 given in Tab. XVII of the same reference.
For the hadronic vacuum polarization the contribution of
diagram R is negligible since �mup ⇡ ��mdown and di-
agram O is SU(3) and 1/Nc suppressed. We therefore
assign a corresponding 10% uncertainty to the SIB cor-
rection.

We also compute the O(↵) correction to the vector
current renormalization factor ZV used in C(0) [17, 18]
and find a small correction of approximately 0.05% for
the light quarks.

We perform the calculation of C(0) on the 48I and 64I
ensembles described in Ref. [17] for the up, down, and
strange quark-connected contributions. For the charm
contribution we also perform a global fit using additional
ensembles described in Ref. [22]. The quark-disconnected
contribution as well as QED and SIB corrections are com-
puted only on ensemble 48I.

For the noisy light quark connected contribution, we
employ a multi-step approximation scheme with low-
mode averaging [23] over the entire volume and two levels
of approximations in a truncated deflated solver (AMA)
[24–27] of randomly positioned point sources. The low-
mode space is generated using a new Lanczos method
working on multiple grids [28]. Our improved statisti-
cal estimator for the quark disconnected diagrams is de-
scribed in Ref. [29] and our strategy for the strange quark
is published in Ref. [30]. For diagram F, we re-use point-
source propagators generated in Ref. [31].

The correlator C(t) is related to the R-ratio data
[11] by C(t) = 1

12⇡2

R1
0

d(
p

s)R(s)se�
p

st with R(s) =
3s

4⇡↵2�(s, e+e� ! had). In Fig. 4 we compare a lattice
and R-ratio evaluation of wtC(t) and note that the R-
ratio data is most precise at very short and long dis-
tances, while the lattice data is most precise at interme-
diate distances. We are therefore led to also investigate
a position-space “window method” [11, 32] and write

aµ = aSD
µ + aW

µ + aLD
µ (6)

with aSD
µ =

P
t C(t)wt[1 � ⇥(t, t0,�)], aW

µ =P
t C(t)wt[⇥(t, t0,�) � ⇥(t, t1,�)], and aLD

µ =P
t C(t)wt⇥(t, t1,�), where each contribution is

accessible from both lattice and R-ratio data. We define
⇥(t, t0,�) = [1 + tanh [(t � t0)/�]] /2 which we find to
be helpful to control the e↵ect of discretization errors
by the smearing parameter �. We then take aSD

µ and

aLD
µ from the R-ratio data and aW

µ from the lattice.
In this work we use � = 0.15 fm, which we find to
provide a su�ciently sharp transition without increasing
discretization errors noticeably. This method takes the
most precise regions of both datasets and therefore may
be a promising alternative to the proposal of Ref. [33].

ANALYSIS AND RESULTS

In Tab. I we show our results for the individual as well
as summed contributions to aµ for the window method
as well as a pure lattice determination. We quote sta-
tistical uncertainties for the lattice data (S) and the R-
ratio data (RST) separately. For the quark-connected
up, down, and strange contributions, the computation is
performed on two ensembles with inverse lattice spacing
a�1 = 1.730(4) GeV (48I) as well as a�1 = 2.359(7) GeV
(64I) and a continuum limit is taken. The discretization
error (C) is estimated by taking the maximum of the
squared measured O(a2) correction as well as a simple
(a⇤)4 estimate, where we take ⇤ = 400 MeV. We find
the results on the 48I ensemble to di↵er only a few per-
cent from the continuum limit. This holds for the full
lattice contribution as well as the window contributions
considered in this work. For the quark-connected charm
contribution additional ensembles described in Ref. [22]
are used and the maximum of the above and a (amc)

4

estimate is taken as discretization error. The remain-
ing contributions are small and only computed on the
48I ensemble for which we take (a⇤)2 as estimate of dis-
cretization errors.

For the up and down quark-connected and discon-
nected contributions, we correct finite-volume e↵ects to
leading order in finite-volume position-space chiral per-
turbation theory [34]. Note that in our previous pub-
lication of the quark-disconnected contribution [29], we
added this finite-volume correction as an uncertainty but
did not shift the central value. We take the largest ratio
of p6 to p4 corrections of Tab. 1 of Ref. [35] as systematic
error estimate of neglected finite-volume errors (V). For
the SIB correction we also include the sizeable di↵erence
of the corresponding finite and infinite-volume chiral per-
turbation theory calculation as finite-volume uncertainty.
For the QED correction, we repeat the computation us-
ing an infinite-volume photon (QED1 [36]) and include
the di↵erence to the QEDL result as a finite-volume er-
ror. Further details of the QED1 procedure are provided
as supplementary material.

The precision of lattice data deteriorates exponentially as we go to large t, however, is precise at intermediate
distances. The R-ratio is very precise at long distances.

Note: in this plot a direct comparison of R-ratio and lattice data is not appropriate. Continuum limit,
infinite-volume corrections, charm contributions, and IB corrections are missing from lattice data shown here.



We perform the calculation as a perturbation around an
isospin-symmetric lattice QCD computation with two degenerate light
quarks with mass mlight and a heavy quark with mass mheavy tuned to
produce a pion mass of 135.0 MeV and a kaon mass of 495.7 MeV.

The correlator is expanded in the fine-structure constant α as well as
∆mup, down = mup, down −mlight, and ∆mstrange = mstrange −mheavy.
We write

C (t) = C (0)(t) + αC
(1)
QED(t) +

∑

f

∆mf C
(1)
∆mf

(t)

+O(α2, α∆m,∆m2) .

The correlators of this expansion are computed in lattice QCD with
dynamical up, down, and strange quarks. We compute the missing
contributions to aµ from charm sea quarks in perturbative QCD (RHAD)
by integrating the time-like region above 2 GeV and find them to be
smaller than 0.3× 10−10.



We tune the bare up, down, and strange quark masses mup, mdown, and
mstrange such that the π0, π+, K 0, and K+ meson masses computed in
our calculation agree with the respective experimental measurements.
The lattice spacing is determined by setting the Ω− mass to its
experimental value.

We perform the lattice calculations for the light quark contributions using
RBC/UKQCD’s 48I and 64I lattice configurations with lattice cutoffs
a−1 = 1.730(4) GeV and a−1 = 2.359(7) GeV and a larger set of
ensembles with up to a−1 = 2.774(10) GeV for the charm contribution.

From the parameter tuning procedure on the 48I we find
∆mup = −0.00050(1), ∆mdown = 0.00050(1), and
∆mstrange = −0.0002(2).

The shift of the Ω− mass due to the QED correction is significantly
smaller than the lattice spacing uncertainty and its effect on C (t) is
therefore not included separately.
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Consolidate continuum limit

Adding a finer lattice



Window method with fixed t0 = 0.4 fm

4

a ud, conn, isospin
µ 202.9(1.4)S(0.2)C(0.1)V(0.2)A(0.2)Z 649.7(14.2)S(2.8)C(3.7)V(1.5)A(0.4)Z(0.1)E48(0.1)E64

a s, conn, isospin
µ 27.0(0.2)S(0.0)C(0.1)A(0.0)Z 53.2(0.4)S(0.0)C(0.3)A(0.0)Z

a c, conn, isospin
µ 3.0(0.0)S(0.1)C(0.0)Z(0.0)M 14.3(0.0)S(0.7)C(0.1)Z(0.0)M

a uds, disc, isospin
µ �1.0(0.1)S(0.0)C(0.0)V(0.0)A(0.0)Z �11.2(3.3)S(0.4)V(2.3)L

a QED, conn
µ 0.2(0.2)S(0.0)C(0.0)V(0.0)A(0.0)Z(0.0)E 5.9(5.7)S(0.3)C(1.2)V(0.0)A(0.0)Z(1.1)E

a QED, disc
µ �0.2(0.1)S(0.0)C(0.0)V(0.0)A(0.0)Z(0.0)E �6.9(2.1)S(0.4)C(1.4)V(0.0)A(0.0)Z(1.3)E

a SIB
µ 0.1(0.2)S(0.0)C(0.2)V(0.0)A(0.0)Z(0.0)E48 10.6(4.3)S(0.6)C(6.6)V(0.1)A(0.0)Z(1.3)E48

a udsc, isospin
µ 231.9(1.4)S(0.2)C(0.1)V(0.3)A(0.2)Z(0.0)M 705.9(14.6)S(2.9)C(3.7)V(1.8)A(0.4)Z(2.3)L(0.1)E48

(0.1)E64(0.0)M
a QED, SIB

µ 0.1(0.3)S(0.0)C(0.2)V(0.0)A(0.0)Z(0.0)E(0.0)E48 9.5(7.4)S(0.7)C(6.9)V(0.1)A(0.0)Z(1.7)E(1.3)E48

a R�ratio
µ 460.4(0.7)RST(2.1)RSY

aµ 692.5(1.4)S(0.2)C(0.2)V(0.3)A(0.2)Z(0.0)E(0.0)E48 715.4(16.3)S(3.0)C(7.8)V(1.9)A(0.4)Z(1.7)E(2.3)L
(0.0)b(0.1)c(0.0)S(0.0)Q(0.0)M(0.7)RST(2.1)RSY (1.5)E48(0.1)E64(0.3)b(0.2)c(1.1)S(0.3)Q(0.0)M

TABLE I. Individual and summed contributions to aµ multiplied by 1010. The left column lists results for the window method
with t0 = 0.4 fm and t1 = 1 fm. The right column shows results for the pure first-principles lattice calculation. The respective
uncertainties are defined in the main text.

We furthermore propagate uncertainties of the lattice
spacing (A) and the renormalization factors ZV (Z). For
the quark-disconnected contribution we adopt the addi-
tional long-distance error discussed in Ref. [29] (L) and
for the charm contribution we propagate uncertainties
from the global fit procedure [22] (M). Systematic errors
of the R-ratio computation are taken from Ref. [1] and
quoted as (RSY). The neglected bottom quark (b) and
charm sea quark (c) contributions as well as e↵ects of
neglected QED (Q) and SIB (S) diagrams are estimated
as described in the previous section.

For the QED and SIB corrections, we assume domi-

nance of the low-lying ⇡⇡ and ⇡� states and fit C
(1)
QED(t)

as well as C
(1)
�mf

(t) to (c1 + c0t)e
�Et, where we vary c0

and c1 for fixed energy E. The resulting p-values are
larger than 0.2 for all cases and we use this functional
form to compute the respective contribution to aµ. For
the QED correction, we vary the energy E between the
lowest ⇡⇡ and ⇡� energies and quote the di↵erence as ad-
ditional uncertainty (E). For the SIB correction, we take
E to be the ⇡⇡ ground-state energy.

For the light quark contribution of our pure lattice re-
sult we use a bounding method [37] similar to Ref. [38]
and find that upper and lower bounds meet within errors
at t = 3.0 fm. We vary the ground-state energy that en-
ters this method [39] between the free-field and interact-
ing value [40]. For the 48I ensemble we find Efree

0 = 527.3
MeV, E0 = 517.4 MeV + O(1/L6) and for the 64I en-
semble we have Efree

0 = 536.1 MeV, E0 = 525.1 MeV
+ O(1/L6). We quote the respective uncertainties as
(E48) and (E64). The variation of ⇡⇡ ground-state en-
ergy on the 48I ensemble also enters the SIB correction
as described above.

Figure 5 shows our results for the window method with
t0 = 0.4 fm. While the partial lattice and R-ratio contri-
butions change by several 100 ⇥ 10�10, the sum changes
only at the level of quoted uncertainties. This provides
a non-trivial consistency check between the lattice and
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FIG. 5. We show results for the window method with t0 = 0.4
fm as a function of t1. The top panel shows the combined
aµ, the middle panel shows the partial contributions of the
lattice and R-ratio data, and the bottom shows the respective
uncertainties.

the R-ratio data for length scales between 0.4 fm and
2.6 fm. We expand on this check in the supplementary
material. The uncertainty of the current analysis is min-
imal for t1 = 1 fm, which we take as our main result
for the window method. For t0 = t1 we reproduce the
value of Ref. [1]. In Fig. 6, we show the t1-dependence
of individual lattice contributions and compare our re-
sults with previously published results in Fig. 7. Our
combined lattice and R-ratio result is more precise than
the R-ratio computation by itself and reduces the ten-
sion to the other R-ratio results. Results for di↵erent
window parameters t0 and t1 and a comparison of indi-
vidual components with previously published results are
provided as supplementary material.

For t = 1 fm approximately 50% of uncertainty comes from lattice and 50% of
uncertainty comes from the R-ratio. Is there a small slope? More in a few slides!

Can use this to check experimental data sets; see my KEK talk for more details
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We can then also predict matrix elements and energies for our
other lattices; successfully checked!


