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FIG. 12: Distribution of dimuon mass for the best-fit templates (histograms) and the data (circles) in the Υ → µµ
sample used to calibrate the muon momentum scale. The muon tracks are reconstructed with (left) or without
(right) a constraint to the beam position in the transverse plane. The arrows enclose the fit range. Each fitting
template includes a background shape which is separately constrained by including wider sidebands in the fit region.

with a combination χ2-probability of 51% taking the correlations listed in Table II into account. The J/ψ → µµ and
BC Υ → µµ measurements contribute weights of 62% and 38%, respectively.

In our previous analysis [19], an additional systematic uncertainty was quoted to cover an inconsistency between
the NBC and BC Υ → µµ mass fits. In this analysis we resolve the inconsistency caused by the beam-constraining
procedure, eliminating the additional systematic uncertainty and increasing the measured MW value by ≈ 10 MeV.
The beam-constraining procedure in the CDF track reconstruction software extrapolates the tracks found in the COT
inward to the transverse position of the beamline. This extrapolation can and should take into account the energy
loss in the material inside the inner radius of the COT (i.e., the beampipe, the silicon vertex detector and its services)
to infer and update the track parameters at the beam position before applying the beam constraint. However, this
update had been deactivated in the reconstruction software used for the previous analysis. By activating this updating
extrapolator, the flaw in the BC Υ → µµ mass is corrected, which changes the momentum scale derived from it.

D. Z → µµ mass measurement and calibration

The Z → µµ sample of 238 537 events is selected following Ref. [19] and a blinded mass fit is performed (see
Sec. I) using the momentum calibration given in Eq. (10). The Z → µµ invariant mass templates are produced from
the custom simulation using the resbos event generator. The photos program is used to generate FSR photons
and the mass shift is calibrated to the horace generator (Sec. IV). A binned maximum likelihood fit in the range
83 190 < mµµ < 99 190 MeV (Fig. 3 of the main text) yields the mass measurement in the muon decay channel

MZ = 91 192.0± 6.4stat ± 4.0syst MeV . (11)

This result is the most precise determination of MZ at a hadron collider and is in good agreement with the world-
average value of MZ = 91 187.6± 2.1 MeV [22], providing a sensitive consistency check of the momentum calibration.
Systematic uncertainties on MZ are due to uncertainties on the momentum calibration from Eq. (10) (2.3 MeV), the
COT global longitudinal scale parameter sz from Eq. (8) as determined using BC Υ → µµ data (1.0 MeV), and QED
radiative corrections (3.1 MeV).
Combining this measurement with the calibration of Eq. (10) from J/ψ and Υ data, and taking the COT global

longitudinal scale and QED uncertainties to be fully correlated, we obtain

[∆p/p]J/ψ+Υ+Z = (−1389± 25) ppm . (12)

This momentum calibration is applied to the W -boson data for the MW measurement.


