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Experimental Context: ATLAS @ LHC

* The Large Hadron Collider (LHC) is a the most powerful
accelerator in the world
e LHC is 27 Km long collider located beneath the France-Swiss

border near Geneva
* Four major detectors on the LHC: ATLAS, ALICE, CMS, LHCDb

* ATLAS is 46 meters long, 25 meters in diameters and 7,000
tonnes in weight




ATLAS Results Run2 (2015-2018)

LHC is an EVERYTHING factory
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Outline

* ATLAS trigger and data acquisition
(TDAQ) system: current and next
* Front End Link Exchange (FELIX):

» functionality

» hardware components

» firmware and data formats
» software

» integration and performances
» utilization in ATLAS

e ANL involvement in Phase2 TDAQ

and pixel readout
¢ Tests and results

E-links*

Front-Ends

e Conclusions and outlook

GBT Slow Control
Adapter

GBT links ;’ ; ! FULL mode link
FELIA

40/100 Gb/s
network

COTS
Network
Switch

Front-Ends

Detector Calibration  configuration

Control System




Trigger and Data Acquisition System

e ~| out of 100,000 collisions is
Interesting

* The Trigger/DAQ system filters the
entire data volume to keep data from
Interesting events =

Q
» The trigger system performing real time selection is £

efficient -
» The DAQ system buffer data while the trigger is
analyzing it

ATLAS CPU-based
detector ——— Event filter

Trigger system
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ATLAS Trigger/DAQ in Run2

* With respect to Run |:

» level | rate increased to 100 kHz

» HLT rate to |-1.5 kHz

» Because of higher trigger rates and larger instantaneous luminosities
(~2x 10734 cm”?-2 sM-1) event throughput to permanent storage increased to 1.5 GB/s

Event rates Trigger
design

40 MHz

\J

100 kHz Level 1| Results

High-Leve Trigger

Event
fragments

Level 1 Accept

BUF || BUF || BUF

(rOD) (ROD]J [ROD)
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Data rates
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ATLAS Event
1.6 MB/25 ns

~160 GB/s

~1.6 GBIs




ATLAS Trigger/DAQ in Run2

e Custom HW/protocols are used for the front-end (FE) readout
e Data is buffered in the FE electronics while L1 trigger decides

* Trigger and LHC clock are sent to both FE and off-detector
Read-Out Drivers (ROD)
* Read-out systems (ROS) receives data from RODs

* High-Level trigger (HLT) finalized trigger selection in two steps

| FE || FE || FE || FE | [ FE | Frontend
A A A A [

A 4
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| RoD || ROD || ROD || ROD || ROD
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ReadOut

100 kHz /
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~2000
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System
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HLTPU

HLTPU

HLTPU
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High-Level Trigger Farm
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Custom
electronic
components

* COTs: Commercia
off-the-shelf



What’s next: LHC Schedule
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Upgrade for Run3

 FELIX is a modern readout system

» it relies on commercial technology and it is much easier to support and upgrade than the
custom system

e FELIX will readout the new muon and calorimeter detector FEs

» Readout and configuration of on-detector electronics
» communication relies on the GigaBit Transceiver (GBT) with Versatile Link, developed at
CERN

» Distribution of trigger information and LHC clock to the on-detector electronics

Custom
FE EE FE Frontend .
GBT links" or | x - i L electronic

FULL mode links NSW, LAr components
L1 Calo including

BIS 7/8.
A 4 A 4 FELIX cards B )

ReadOut T ———— ——

res | RgD | RQD | R20 IDriver | Design Parameter (L~3x10734 cm”-2 s”-1, PU=80)

arnet Parameter Run 3 Value
100 Gb Ethernet Level-1 trigger latency ~19pus

v v v Maximum Level-1 readout latency 25us
I ROS | | ROS | I ROS | ReadOut givel-l trigger rate . 100 kon
System tector system readout deadtime (1.9 us latency) <2%
Number of detector readout data sources ~ 100
Bandwidth of detector ROLs 1.28-9.6 Gb/s
Average readout event size at peak luminosity ~29MB
ROLs bandwidth at peak luminosity ~290GB/s
Maximum readout fraction of the ROS 50%
Average data collection bandwidth at peak luminosity | ~ 25GB/s
Average output rate at peak luminosity 1.5kHz
Number of data loggers
Average output event size (raw) at peak luminosity
Average output bandwidth at peak luminosity

HLTPU HLTPU HLTPU HLTPU

* COTs: Commercia

GBT: GigaBit Transceiver with H Igh- Level Trigger Farm off-the-shelf

'ersatile Link




Upgrade for HL-LHC
* Phasel DAQ cannot cope with HL-LHC harsh conditions

» L1 Trigger rate of | MHz to preserve physics performances
» 5 MB event size mainly due to the increase in pile-up
» >20x increase of incoming bandwidth

e FELIX will readout the entire ATLAS detector

» taking advantage of the in the technology progress available “off-the-shelf”
» readout system designed to be generic wrt to different FEs, protocols, bandwidths
» will rely on the more performant low power GBT radiation tolerant protocol (LpGBT)

Custom
GBT, LpGBT* or FE | Frontend

) . electronic
FULL mode links components
~20,000 links . .
including
.ﬁ)" FELIX cards

COTS network T T lessthan

technology - 10TB/s
v v

Data Data Data Data Data
Handler Handler Handler Handler Handler

A L) L) L)

HPC Network

|
|
HLTPU HLTPU HLTPU HLTPU

‘LpGBT: Low power GBT . . * COTs: Commercial
High-Level Trigger Farm off-the-shelf

10




FELIX Functionality

e FELIX is a router between FE
serial links and commercial

network GBT Slow Control

» separates data transport from data
processing

» routes detector control, configuration, FULL mode link
calibration, monitoring and detector event

data —
* FELIX is fed by TTC (Timing, FELIX.

Adapter

Front-Ends

Trigger and Control) Other 40/100 Gb/s
FELIXs network TTC

» TTC is a CERN protocol to distribute the
40.08 MHz LHC clock and L1 trigger info COTS

Network

e FELIX features configurable Switch

E-links in GBT mode
Event Front-Ends

» E-link is a varlable-ledth logical link that can gaqout  Detector Calibration  configuration
be used to separate different streams on a Control System
single physical link

 FELIX is detector independent




FELIX Block Diagram

PC Hosting a Peripheral Component Interconnect express
(PCle) card and Network Interface Card (NIC)

FELIX Host PC
FELIX PCle card

‘Ej‘?’. ~ A
rmanA

'PCle Gen3
firmware | 5464 Gb/s

" PCle Gen3
64 Gb/s

@E




FELIX Hardware Components

 FLX-712 (Final prototype)
» Xilinx Kintek Ultrascale XCKUI |5
» 48 optical links (MiniPODs)
» TTC input ADN2814
» PCle Gen3 x16 (2x8 with switch)
» Si5345 jitter cleaner

* Timing mezzanine Card

» Supports TTC, TTC-PON,White Rabbit
» TTC configuration is for Run3 Timing mezzanine
Card

» Supports TTC, TTC-PON,White Rabbit
* Current motherboard for

development
» SuperMicro X|10SRA-F
» Broadwell CPU, e.g: E5-1650V4, 3.6 GHz
» PCle Gen3 slots

* Current NIC for testing
» Mellanox ConnectX-3
» 2x FDR/QDR Infiniband
» 2x 10/40 GbE




FELIX Hardware Components

* Mini FELIX (for development)

» Xilinx VC-709 Evaluation Board
» Virtex7 X690T FPGA

» 4 optical links (SFP+)

» PCle Gen3 x8

» Si5345 jitter cleaner

e TTCfx (v3) Mezzanine Card

» TTC input and busy output

» ADN2814 for TTC clock recovery
» Si5345 jitter cleaner

e FLX-710 for emulation of

detector FEs
» High Tech Global HTG-710
» Virtex7 X680T FPGA

» 2 CXP connectors: 24 channels
» PCle Gen3 x8




FLX-712 PCle Features

* FPGA: Kintex UltraScale XCKUI |5
e 8 MiniPODs to support 48 bidirectional optical links
*|6-lane PCle Gen3 (two 8-lane Endpoints with a switch)

* Flash and Micro-controller to support firmware update
* Two 0O-delay jitter cleaners: Si5345 or LMK03200 (backup)
* Timing mezzanine to interface to the TTC system

x8 lane
j > PCle x16 lane slot

PCle x8 lane PEX8732 <€ 7 >
Endpoints < Ir >
MiniPOD x2
Transmiter <€ A

x4 }

GTH Flash R'W
Transceivers Kintex Ultrascale

x48 -
e N\ trigger T partition

selection
MiniPOD FPGA
TTC Decoder programming

riioiad & Clock Management —> Micro e
x4 Controller

2Gb
> Flash

. J

A ‘
{ JTAG board ID
for FELIX from switches
FPGA
Jitter

JTAG Cleaners ADN2814
to user I/1O

L Busy (LEMO)

>




FELIX firmware design

* Up to 24 GBT or full-mode links

* Sophisticated central router block handles e-links
e-link: data multiplexing/demultiplexing protocol designed for ATLAS

* Fixed latency transmission to FE
 Maximum PCle throughput to the host PC (2x64 Gbps)

» PCle block relies on Direct Memory Access (DMA)

/

Decoding TTC information

e 7

Transceiver using 55T

GBT protocol core

Two link modes:

GBT-frame mode,
Full mode

R

and LHC clock recovery

/ Data routing using E-Link

central Router FELIX DMA Core

E-link
procs

E.lim;I__b DMA_read_write
FIFO

| |E-link

I

E-link

\

-+
DMA_control
Legend:
i Main data path

-+1{ Synch
| o | Stage Slow control and

monitor

PCle DMA engine




Clarification: GBT Protocol

* GBT protocol multiplexes slower data streams (e-links) into a
single (GBT) frame

» e-links number and data rates are programmable
» data scrambled before serialization

* GBT frame is fully synchronous with the LHC clock

» e-links number and data rates are programmable by configuring the I/O ports
* GBTx can communicate to <= 40 FEs within 25 ns

* High fidelity clock (40, 80, 160, 320 MHz) provided

20 bits

Slow serial e.g. 160 Mbps

-

—  Fast serial 4.8 Gbps
. Q T 40 MHz clock

" Fast serial 4.8 or 9.6 Gbps L
- Q GBT IC. Rad-hard
J

Y
Off-detector !
On-detector

| Slow serial e.g. 320 Mbps




FELIX modes of operation

* GBT mode
» Up/Down Link Line rate: 4.8 Gb/s

4.8Gb/s i pui{ff FromHost Path » Up to 24 bidirectional optical links

= PCET;;:e ‘ » 3.2 Gb/s payload with FEC or 4.48

[Central Router [l DMA Gb/s payload (wide)

| Tohost PATH ci—fih CB/Stermap » Routes TTC information

» Optical link divided in E-links
jters: control and monitor » Communicate with GBTx and

GBT-SCA

GBT Mode |© G

4.8Gb/s

' iLoptk:al connectors

Full mode
FULL Mode » Up Link line rate: 9.6 Gb/s
- » Down Link line rate: 4.8 Gb/s
4.8Gb/s {Hiost pai O FromHost Path

<-H-WWupper | » down link operates as in GBT

PCle engine
ICentral Router DMA & mOde

B ll Registermap - » Up to 24 bidirectional optical links
» 7.68 Gb/s payload: 8b/10b encoding

» Routes TTC information

» BUSY-ON and OFF

» GBT links to FE

9.6Gb/s

' 4; optical connectors

Configuration registers: control and monitor.




FELIX Firmware Block Diagram

(N.B: Showing GBT mode only, Full Mode shown backup)

~ board oscillator
Ir

TTCfmc e CLK&RST
mmcm
| 9 . wrapper - e

| TTC TTC clk firmware clocks*

External TTC board

House-

GBT link Decoder [
keeping

data - B | TTC

* Exact output frequency
) depends on the mmcm input.
\ ]data Outputs are phase aligned to
- an input clock.

|
- TTC data fan-out f

,; emulator

from-Host

path

From-Host data

Wupper core
DMA engine

Wupper
PCle engine

\

W7

GBT link
data
emulator

| encoding, parsingan%
. transmission.

GBT-FPGA
wrapper

] DMA read

7

XILINX .
PCle © |
End Point

Central Router

<=1

DMA control I'

To-Host data decoding, data

| boundaries detection,

O

Pheader and packet trailer
path | attachment

x GBT_NUM x GBT_NUM =
Y |

| A

vV U

Configuration registers: control and monitor.

PCle Gen3 x8
@

/]
|«

~ DMA write

[l optical connectors L'\}

| to-Host

Interrupt
controller

¢

W

\




GBT Wrapper

e FELIX GBT Wrapper builds on top of CERN GBT-FPGA
(015 JINST 10 C03021). Modifications are:

» Separated GBT firmware from transceiver block
» GBT mode configurable at run time between default mode (w/ FEC, 3.2 Gbps payload) or
wide-bus mode (w/o FEC, 4.48 Gbps payload)
» Lower ~fixed latency (TX:27.8-32 ns; RX-default mode 56. ns, RX-wide mode 43.9 ns)
» GBT encoding/deconding are in 240 MHz domain
» JINST 12 PO701 |

TxFrameClk !

TxWordClk : : *

TxFrameClk ¢ TxWordClk

RxSlide

4,
7

84

RxFrameClk | RxWordClk ! RxOUtCIk

u.s. a
E Energy laboratory 20



https://iopscience.iop.org/article/10.1088/1748-0221/10/03/C03021
https://iopscience.iop.org/article/10.1088/1748-0221/10/03/C03021
https://iopscience.iop.org/article/10.1088/1748-0221/12/07/P07011
https://iopscience.iop.org/article/10.1088/1748-0221/12/07/P07011

entral router

Handles data stream from/to GBT channels to/from host PC
Routes TTC information

Dedicated manager for E-links in GBT channels
Main manager towards PCle engine

GBT cfg E-ink (i)
Onw to/from PCle register
— [z} {7

Eink [£€)

1 E-group, 16 bits | E-group configuration reg | From-GBT
16:16 8:16 4:16 2:16 N transfer
/ ] ] [ EF—"—E manager,

~ ED_(@_ with QoS
— scheduler

[ \board oscillator

External TTC board CLK&RST
[t
i mmcm
Ho firmware clocks*
ouse- I i
keeping GBrlink * Exact output frequency

data depends on themmem input.

Transfers
when a

= !
_T—-—-— Palfull
' :

= me | \ELA

15 possible E-procs share 8 16-bit wide FIFOs.

e v =5.12Gb/s |
*G“:I-””M ST The E-procs collect 16 bits over several clocks FIFO 16kB FIFO
| Configuration registers: control and monitor. and then write to their FIFO. E-prOCS include . 16:256 ) 512 x 256 bits e i 16:256 .
8b/10b or HDLC decoding and inserting width-matching width-matching

fragment trailers. 256bits
Two 8-bit E-links can be bonded to make a 256bits @320MHz N GBTS
16-bit E-lane. to-host
| N :1MUX PCle
256bits manager
Shown: 320MHz

128KB (4 packets)
| of 7 Egroups FIFO | 4K x 256 bits

. out: 250MHz
| of N GBT links v
to corresponding E-link buffers in
L PELCK Jraemal V34 nosest PC host memory via PCle gen 3 x8

emulator Outputs are phase aligned to
— y an input clock.

L))
TTC data fan-out
b
path Wupper core Wupper

From-Host data DMA engine PCle engine
i encodiny i
GBT-FPGA | | GBTlink e :
data
wrapper

DMA read

—h XILINX

emulator Central Router Cle &1
er F—. PCle )
y DMA control %nd Point

To-Host data decoding, data

| detection,
Pheader and packet trailer |1 { DMA write Interrupt
path (]

controller

PCle Gen3 x8

I optical connectors

16 bits @ 320MHz

a=-0 = qmmlﬂmulwwu\om

I
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PCle Engine

* PCle Engine with DMA interface to the Xilinx Virtex-7/Kintek

Ultrascale PCle Gen3 Integrated Block for PCl Express
» Xilinx AXI Stream Interface (UG/761)

e MSI-X compatible interrupt controller

* Applications access the engine via simple FIFOs

* Register map synchronized to a lower clock speed
* Published as Open Source (LGPL) on OpenCores

Legend: 250 MHz Clock region

— Main data path Interrupt
Slow control WuPper—Core - 7

_ controller
and monitor

DMA read_write *

Add axis_rq
FIFO Read FIFO——»| Read/Write -
»  header axis_rc

Xilinx
S . = v | Write FIFO e axis_cc | PCle [~

E GBT-FPGA GBTlink encoding, p_ar_sin;n D ova rea.d e eneine © "j ea el' ] » Co re

£ wrapper g I XILINX ; E ’\‘ axis_cq PCle

5 er ntral Router oA control |9 - PCle -3 S Gen3X8

DMA_control Enable

Read/Write
descriptors

Read/Write
status

10/
external

registers
40 MHz Clock region Wupper

atory is a

g U.S. DEPARTMENT OF Argonne National Labor y
[ @ ‘ENERG U.S. Department of Energy laboratory 22
managed by UChicago Argonne, LLC.



http://livepage.apple.com/
http://livepage.apple.com/
https://opencores.org/projects/virtex7_pcie_dma
https://opencores.org/projects/virtex7_pcie_dma

FELIX Data Overview

* FE to FELIX via custom data links: fully synchronous systems
e Commodity networks: multiple a-synchronous streams

up to 320 Mb/s
FE ASIC Elink

Timing ‘ Busy
_FEASIC | E-link . \Q e

FEASIC |—E-link : - ) -~ e
L ]

= % — 40Gb/s or
. ~10 Gb/s = -t <+

100Gb/s

* L ]
L ]
FEASIC FE-link : .
FEASIC }— E';"/“" GBTx
~-in
FEASIC | g .o
FE ASIC

COTS
network
switch

FEASIC E-link Timing Busy
FE ASIC . \Q
(FEASIC by~ —— .

. Y 5 1‘:1—:—
FE ASIC |—Eink '
.

, B

*
FEASIC |E-link : .
FEASIC E-link——|GB Tx
[FEASIC
FEASIC | oo
[FEASIC

<« Synchronous » <«—— A-Synchronous

23




Data Format

e Data per (e-)link buffered in the FPGA and transferred under
the DMA control
* Blocks transferred into a contiguous areas (circular buffer) in

the PC memory
» DMA runs continuously: 12 GB/s throughput for the |6-lane interface of the FLX-712

* Chunks is the data of arbitrary size from the FE E-link
* Fixed block size of | kB chosen

* Blocks are multiplexed into a single stream

* Blocks feature:

e E-link ID I
* Block sequence : p 1
e Start of Block Symbol I chunk ) chunk  thunk I E-link packet = chunk (may span multiple blocks) L

* Fragment trailers: |6b Header/Trailers

* Type (i.e: first/last/middle) : 3b S[eia{atois]sfuln s s 5 Sa[7TE uquulu|ubLu STl o]
* Flags (e.g: errors, truncation): 3b

I 0 S e —
* Fragment lenght :10b I o[z i iy et o cthr b 8

part of chun conumgolmote!ha one part

0|<- last part of chunk consisting of more than one part

1|<-chunk consisting of one part

0| 0f<-not first and not last part of chunk consisting of more than one part
1|<- E-fink timeout

Data Blocks
® HeaderS: 32b h | kB block ijks block i | kB block i | kB block i

0|<- reserved
1| 1|<-out of band




FELIX Software Package

e “FLX” driver: provides virtual access to the FLX card register

» conventional for PCle cards

* fIxcard: for monitoring, testing, configuring

* f-tools: testing/debugging FELIX functionalities

* E-link configuration tool

* FELIX Core: process for FLX card to/from PC communication

o Production
Software Test Software
Software
Tools

a U
cmem_rcc, io_rcc, flx
Development and Debug FIEo R

The flx-tools Suite FLX Card API, flx-init, flx-config, flx-info, ...

The f-tools Suite fec, fic, fupload, felink, ...
-Link Contiguration elinkconfig

FELIX Core Application felixcore
"TFELIX TDAQ Integration

FELIX Monitoring

/—,\\ felix-mon, felix-web -
netio-cat, ...
) FELIX Discovery felix-bus

FELDSOlWarE o Testdents
Map

felix-client, felix-dcs, fatcat




FELIX Core

* Felix Core Application: data to/from the PCle DMA buffer
from/to the NIC

» JToHost:  data from FLX card is routed to NetlO clients via DMA into the PC memory
» FromHost: data from NETIO clients (SW ROD:s) is copied to FLX card via DMA
» NetlO is used for the data exchange between FLX-card and clients

» a publish-subscribe model allows clients to subscribe to a given subset of ports

» POSIX ad Infiniband supported

» more details in CHEP 2016 talk
» API for an easier interface with status/control via register, data transfer, interrupt handling
» Constant monitoring: gather statistics, performances, status info (e.g: link status, hardware

failure)
» monitoring info made available on an internal web server

Card Reader
Thread Worker Thread

Block Queue
1

FLX Card PCle Packet NetlO Event Loop Thread
AP Decoder

Buffer

PCle Packet Encoder NetlO Event Loop Thread

Statistics and Monitoring Thread

U.8. DEPARTMENT OF _ Ar g onne National Laboratory is a
ENERGY U.S. Department of Energy laborator
managed by UChicago Argonne, LLC.



https://indico.cern.ch/event/505613/contributions/2227444/attachments/1348683/2034867/Oral-488.pdf
https://indico.cern.ch/event/505613/contributions/2227444/attachments/1348683/2034867/Oral-488.pdf

FELIX data flow: FE->Host (toHost)

Data Routing in FELIX firmware :
Data from multiple GBT link are multiplexed to the PCle buffer

Front End

Front End

FELIX PC Calibration
Front End \ -
ch ) ocs
\‘ \ FELIX cor

FELIX - network
ch —, GBTx j FELIX PCle card core switch Monitor/

/GBT- Driv Software Config

/" FPGA \

. j; 1/ \ - ReZZZut

Due to fixed size of pcie
block, data streams are
broken

Data streams from multiple channels Standard
- Restore data stream network packet

Size of data stream can vary

@E




FELIX data flow: Host->FE (fromHost)

Calibration, control, configuration, and monitoring of the
detector and FE

Data Routing in FELIX firmware
Data multiplexing from PCle buffer to the multiple GBT links

Front End

Front End FELIX PC Calibration
Front End \ / -

ch \ coT _ =

FELIX network
ch <. GBTx FELIX PCle card FELIA -~ —

. switch .
/GBT- Driver T _ Config
<" FPGA

[

|

Fixed size of data with routing information

are transmitted to the PCle buffer

Standard network packet




FELIXTTC flow: to FE and toHost

TTC system

Front End

Front End

FELIX PC Calibration
Front End \ -
ch e — mm)  ocs

cot

FELIX
FELIX - network
ch <«_ GBTx FELIX PCle card Orian core NIC switch Monitor/
/GBT- Software Config

ch < FPGA .
- Readout
10bits of TTC information per bunch crossing 20 bytes of TTC information for

a level-1 trigger decision
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FELIX Busy and XON/XOFF

* Busy signals sent through LEMO to the central trigger

processor to stop generating L| accepts

» data flow stopped once FE buffers drain
» used only for emergency situations when buffers are about to overflow
» sources of busy: busy-on/off cmnd from FEs, software/firmware signaling internal overflows

e XON/XOFF signals used to throttle transmission of data from
the FE to FELIX to prevent bus overflow

» assuming that the data source has sufficient buffer, dataflow can be paused w/o data loss
» fullmode uplinks support flow controls, GBT uplinks do not

* Busy has been tested and validated

BUSY asserted
BUSY de-asserted

T LEMO output

Downlinks are
always GBT links

FE Links BUSY ON request
XON < GBT BUSY OFF request
8b/10b XOFF FELIX node Halt sending data request

FE Links
control Resume sendin
_ON GBTorFULL g
symbols BUSY-ON > data request

BUSY-OFF

JV_BusyXonXoff_v01
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Configuration and Monitoring

FELIX B-link Configurator @ gimone
FLX-card: O(709) ~ Fead Org TH_FO. FH_FO. Timeout Jock Advanced

Fla Open Save Aserndgpeojocts Mol iysoftmaralnkcontipate.confiy-defadtak
' /
Lk [0 |= (¢ GBT | GBT-Wide | FULLMCOE | Replicate. | | Repl 2 Al GenerateUpload. x Generate/Upload Config and Emulator Data

GBT Link | ¢ Alllinks v Daveloper

Enable: Bx®eeT8 Modae: $x11111111 SEits: A+0+3+04+3404a48 Enable: xP066 Mode: #x11111111 VEILS: A+B+A4545+84640 Output
utpu

‘qunp 0 Egroup 0
: e — o firmware file
7 4{0e) - '_Eimup 1 | Egroup L

(8blob - | e toFlLX-card: 0 w |Version 1711061 540-“437-FM-4ch-709, AMap 308, mapping 0 F E LIX
: EPATH: 6 Egrowp 2 Egroup 2

—r > | | | 8 connrtin - | Configuration GUI

Egrowp 4 Egroup 4
£C Emulater Data (NB: based on GBT #0 canfig)

Chunk size 32 |+ Data pattern Incr ~ | Idles 8
EPATH 4

E-width dep random

Add BUSY Omit SoC Omit EoC FEI4B Kchars

v 4{0a)
Bb10b - |
EPATH: 2

Close |

v 4{08)
(8b10b - |
TPATH: © Repd 2 Al

Feplcate.

Dable
To-Host/From-GBT From-Host/To-GBT

FELI X v262 30.00T-2017 itag: elinkeonfiy-02-05.01.27-9745a847-dity)

L

Subchunk Leogth

. — s

FELIX Application

Shoon Pate NDbwnd  — Chunt Rate WDwahe s

e s

server

) & &7 R
¢ < j“a ‘.. 'c

s
=
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Integration of FELIX with other systems

X




Integration and Performances

GBT-Mode Full-Chain, mean chunk size 40B
Message rate per channel at client [kHz)

e Full-chain test: GBT mode

e full chain: emulator + FELIX + SW Rod e
* long run in worst scenario: 432 e-links, 40B chunk, 80
|OO kHz 60
* busy + detector control system (DCS) data testing

tot. throughput = 12.5 Gbps

40

7 8 9 10 11
Time [hours)

GBT-Mode Full-Chain, mean chunk size 408
Message rate per channel at client [kHz)

GBT IC. Rad-hard

LDB

L Emulator ramp-up test

* Final Prototype Configuration
FELIG Data Generator FELIX Datasink
pc-tbed-felix-05 pc-tbed-felix-07 pc-tbed-swrod-01

HTG-710 FLX-712

NIC25G NIC 100G
HTG-710 FLX-712 ‘

- )

TTC Crate Raspberry Pi

TTCvi + TTCvx O Trigger pulse generator w
25 30

Time [minutes)

U.8. DEPARTMENT OF _ Argonne National Laboratory is a
ENERGY U.S. Department of Energy laborator
managed by UChicago Argonne, LL




Integration and Performances

FULL-Mode Full-Chain, mean chunk size 5kB
L1A rate [kHz]

—— Devicel

T rl T ‘ T |u|||l'l|'||'l|'|"|'l' I I'l||[' l'I'["I TT1 | Device 0

¢ Full-chain test: Full mode

* full chain: emulator + FELIX + SW Rod tot. throughput 56.7 Gbps
* long run in worst scenario: |2 links, ~5kB chunk, 120

kHz

* busy + traffic control (XOFF) testing

10 11 12
Time [hours]
FULL-Mode, mean chunk size 5kB
XOFF test

we Device 0

FMEmu & Datasink FELIX
Agogna Turano

NIC 100G NIC 100G

o
S
.
=
a
<
e
=l
(<]
.~
=
-

&° |
| XOFF engaging
FMEmu FLX-712 - saturation
] - |

= L1ARate [

TTC Crate Raspberry Pi Busy
TTCvi+ TTCvx ITc Busy Trigger pulse generator

v Ll L v Ll Ll L Ll Ll L Ls Ll s v
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300
Time [s)

ne
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Utilization in ATLAS

* Liquid Argon Calorimeter

» LTDB (LAr Trigger Digitizer Board): integration testing ongoing with 40+ channels to monitor the FE and

operate the TTC distribution (LAr Trig Dig Board), with MiniFELIX in FULL mode (LAr Digital Proc Blade)
» LI calorimeter trigger

e sFEX (Global Feature Extractor): connection established for 12 FULL mode links, long term stability ongoing

e ROD, Hub for eFEX (Electron Feature Extractor) and jFEX (Jet Feature Extractor): users in the process of
setting up their test facilities

* TREX (Tile Rear Extension) modules: users in the process of setting up their test facilities

Muon Spectrometer

» New Small Wheels (NSW): sTGC (Small-strip Thin Gap Chamber) and MicroMegas (Micro Mesh Gaseous
Structure) detector for

» muon tracking: integration of the FELIX system in the NSW Vertical Slice including the complete DCS (Detector
Control System)

»chain, now targeting performance and long term stability
» BIS78 (Barrel Inner Small MDT (sector 7/8) ): users in the process of setting up their test facilities with FELIX

¢ Tile Calorimeter

» Test system for Phase-Il readout, initial communication established with the Tile PPr board in GBT mode
» Stepping toward FULL mode communication

* Pixel sensors readout (for the control and readout of the ITk
inner tracker)

» Test system for Phase-ll ITk HV-CMOS pixel sensor R&D and Pixel demonstrator readout
» A FELIX system has been used to readout a telescope during recent HV-CMOS beam tests at CERN
» A vertical slice test stand for Pixel demonstrator readout with FELIX has been set up at CERN

| Laboratory is a
Energy laboratory 3 5




Utilization elsewhere

* Interest to use FELIX from other experiments
* The current most important group is the Proto-DUNE
Collaboration

» FELIX emulator: software development ongoing using the FULL mode complete chain kit provided by the
FELIX team (FULL Mode Generator + FULL Mode FELIX)

» WIB (Warm Interface Board): is being correctly read out by a FELIX system and long term stability testing is
now being target




L Involvement in Phase2 TDAQ/Pixel Detector
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Pixel Modules for the Phase 2 ITK

* Extended acceptance for the inner
tracker: up to eta=4
» pixel detector in the inner layers, strip detector in ATLAS Simulation
the outer layers. |3 hits max 3

T‘|=1.0
1000 A

* (Hybrid) Pixel Module design similar a00

to the present one e

» hybrid pixels: passive silicon sensor, FE readout-chip
(CMOS), and a flexible PCB
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» reduced size: 50x50 or 25x100 um?2 2 [mmi]

» higher radiation tolerance, lower threshold, power

consumption
» increased bandwidth: 5.12 Gbps

145pm | ‘

Digital Chip Bottom (DCB)

| ADC | |Calibr. | |BiasDACs| ICDR/PLLI \ | | POR | |Sensors| |Ring osc.l
¥ =

[ shuoo_an | [ shipo_oig | [ shibo_an || shipo Dig | [ priver/Rec | [ shoo_an || ShLDO_Dig || 'ShLDO_An || shLDo_Dig |

JO000ROOROEN peew=me [IROROOOOROCON
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Argonne involvement for Phase 2

e Official Full mode FELIX F/WV is

modified to support 64b/66b @ 1.28
Gbps and a custom 160 Mbps serial
stream

RD53A protocol encoder
(EPROC) for the 160 Mbps
stream

» FELIX software is agnostic of the changes
» MGT RefClock @160 MHz (rather than 240 MHz)
to accommodate the change from 9.6 Gbps
(Fullmode) to 1.28 Gbps (64b/66b)
» software changed to configure the Si5345 jjitter
cleaner
» 4-bit e-link processor (EPROC, Central router)
modified to comply with RD53 requirements
» |6b words (e.g: trigger, calibration injections)
are encoded into the bitstream

Kintex Ultrascale
FPGA

‘optical components

TTC data
fan-out

fl'y-Hnﬁl 4T

tral Router

e —

—— X

to-Host |

PCle Genx x8

v {

process

TIC & Busy

Vi

C
0SC. <
Management

4

‘optical components

\.'

GBT
FPGA
Wrapp:

Configuration registers:
control and monitor.

TTC data
fan-out

m-l{ost T

Wupper

Central Router

:| |

Wupper
PCIe
Engine

DMA 43

Engine

—

—

L PCIe

XILINX

End Point

to-Host |

. PCle Genx x8

[«

™
4.8Gb/s

MGT
RX

64b/66b
1.28Gb/s

GTE2_Channel

20b

@240MHz

GBT

120b from CR

Wrapper

Bitslip & resets

32+1b + valids

@40MHz

@ ~40MHz

to

64b/66b

Fullmode

160MHz RefClock

32+1b &
valid x2

—>
to CR



https://cds.cern.ch/record/2287593/
https://cds.cern.ch/record/2287593/

FELIX F/W for RD53A readout

GTE2_ Channel 0 * The converter, initially based on

Xilinx Aurora IP, is now custom
» original IP is sub-optimal in terms of latency

RX and resource usage
32+2b + valids 32+1b & valid x2 . .
1.28Gb/s » our custom implementation meets the RD53A

@ ~40MHz to CR
and |EEE specs.
» latency: 125 ns (was ~ | us) if lanes are not
32+1b & valid x2

64b/66b | to CR Sl(EWECI

6TE2_Channel 3 to * Output format meets FELIX full

fullmode
32+1b & valid x2

onvertet to CR mOde spec
. T The converter receives data
1.286b/5| 2220 * Y2ICE o R from four transceivers (32b

@ ~40MHz o
gearbox) to allow timing de-skew
» de-skew can be turned off via one of the felix

registers

Bitslip & resets

Bitslip & resets
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https://atlas-project-felix.web.cern.ch/atlas-project-felix/user/docs/FullMode.pdf
https://atlas-project-felix.web.cern.ch/atlas-project-felix/user/docs/FullMode.pdf
https://atlas-project-felix.web.cern.ch/atlas-project-felix/user/docs/FullMode.pdf
https://atlas-project-felix.web.cern.ch/atlas-project-felix/user/docs/FullMode.pdf

Current Setup @ ANL

e RD53A Single Chip Card (SCC)

e SCC Interface Card (SCC IC)

* Versatile Link Demo Board (VLDB) w/ GBTx
*VC-709 FELIX board

e TTCfxV3 mezzanine card

e TTC system (not shown)

RD53A outputs @ 1.28 Gb/s
M fiber

Interface card
electrical - optical

HDMI cable DP cable, copper =
copper, 160 Mb/s 160 Mb/s & 1.28 Gb/s 2

— E

' GBT @ 4.8 Gb/s
MM fiber



https://cds.cern.ch/record/2287593
https://cds.cern.ch/record/2287593
https://espace.cern.ch/GBT-Project/VLDB/default.aspx
https://espace.cern.ch/GBT-Project/VLDB/default.aspx
https://www.xilinx.com/support/documentation/boards_and_kits/vc709/ug887-vc709-eval-board-v7-fpga.pdf
https://www.xilinx.com/support/documentation/boards_and_kits/vc709/ug887-vc709-eval-board-v7-fpga.pdf
http://ttc.web.cern.ch/TTC/RD12status99.pdf
http://ttc.web.cern.ch/TTC/RD12status99.pdf

SCC IC: Current and Next

* Current:
» connects the outputs of one RD53A to the QSFP transceivers. MTP to LC 8-Fibers go to

FELIX
» 160 Mbps bitstream from VLDB is routed from the HDMI port to the Display port directly

Next (schematics here, finalizing layout):

» connects the outputs of up to twelve RD53As to the MiniPod. MTP to MTP fibers go to
FELIX

» 160 Mbps bitstream from VLDB is routed from the miniHDMI ports to the miniDisplay ports
directly

FLX-712

mini DP

e - mini HOMI
mini-EELIX . New interface card o

mini DP mini HDMI

ini DP ..
mini mini PO mini HOMI
mini DP mini HOMI

mini DP ) mini HDMI

mini DP mini HDMI
mini DP mini HDMI
mini DP mini HDMI

RD53A SCC x12

e i mini DP mini HDMI
RD53A SCC = mini DP mini HOMI

mini DP mini HDMI



https://twiki.cern.ch/twiki/pub/RD53/RD53ATesting/18pc014_12channels.pdf
https://twiki.cern.ch/twiki/pub/RD53/RD53ATesting/18pc014_12channels.pdf

Hardware Status

* Great link integrity at full (RD53A speed): hardware is healthy
and transceiver settings well configured

. -
L
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P_R"?-‘*?,ff"."!‘ RD53a at 1.28 Gb/s
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Testing Procedure

e RD53A scans and tunings are performed by using the Yet
Another Rapid Readout (YARR) software

» YARR software, initially used for FE-I4 chips testing, was adapted for RD53As
» YARR relies on NETIO libraries

» scans and tunings undergo a common procedure: mask staging, double column loop, and
trigger injection
» mask staging activates only |/16-1/32 of the pixel matrix, since not all the pixels can be

read out at the same time
» injection performed in a smaller pixel subset l I
Fp— / \ R R o0

* Main routines:
» analog scan: analog injection of very high charge is performed. Pixel with occupancy
<99%, >101% discarded

» digital scan: same as analog but the injection is digital (ie: injection at discriminator level)
» global/pixel-by-pixel threshold scan: series of analog scans when the injection charge is
varied.

» occupancy scan: same as analog scan but with charge injection close to the threshold.
Global threshold chosen when the mean occupancy over the pixel matrix is 50%.



http://elpub.bib.uni-wuppertal.de/servlets/DerivateServlet/Derivate-5814/dc1538.pdf
http://elpub.bib.uni-wuppertal.de/servlets/DerivateServlet/Derivate-5814/dc1538.pdf
http://elpub.bib.uni-wuppertal.de/servlets/DerivateServlet/Derivate-5814/dc1538.pdf
http://elpub.bib.uni-wuppertal.de/servlets/DerivateServlet/Derivate-5814/dc1538.pdf

Results

¢ Communication between FELIX and 4
RD53A established at LBL during the

TDAQ work in May 2019
* Results shown only for the 2 RD53A

results
» awaiting for more RD53A at ANL
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Results

e Similar setup used at Fermilab during test-beam

* Real modules (sensors + FE chips) deployed in the telescope
* Firmware slightly changed to receive triggers from upstream
strip test setup

* Beam spot clearly visible, but spread out

» Not enough time to tune the chip
» Will test it again in October
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Conclusions and Outlook

 FELIX is a router between FE serial links and commodity

networks: it separates data transport from data processing
» takes advantage of the latest technology to simplify the ATLAS readout

e In Run-3 (2021-2023) FELIX will be used by some detectors

and trigger systems to interface w/ the data acquisition, TTC
systems

e In Run-4 (2025-2035) this is planned for all ATLAS detectors

» the FELIX PCle card will be revised to benefit from the latest technology advancements

e FELIX supports GBT and FULL modes; Xilinx VC-709 and
FLX-712 (16-lane PCle Gen3 card) HWV platforms

e FELIX has passed several integration tests with different sub-
detector FEs
e Ongoing efforts:

» Increase overall system reliability
» Final performance benchmarking

* Procurement of Run-3 was FELIX in 2018, installation is now

» passed the final readiness review...fabricating many FELIX boards
(@) ENERGY L ssitn, 47




Conclusions and Outlook

e ANL has a fundamental role in FELIX.The main focus is on:

» data emulation to test the FELIX system (Phasel,2)
» pixel readout (Phase2)

» TTC interface (Phasel,2)
» increase overall reliability by helping in the debug process (Phasel,2)

* Pixel readout effort has been successful so far
» CERN is duplicating the ANL system for the system demo in July 2020
» more institutions (VWuppertal, Bologna, Liverpool, LBL, ...) interested in using ANL
readout system

* A lot of experience gained, especially on board design
* Ongoing efforts:

» optimize 64b/66b decoder firmware

» port firmware to FLX-712 for better scalability

» continue module testing both at the lab and at the test-beam
» finalize interface card

» final performance benchmarking
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