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A slide from the past ...

Propositions made during this talk ...

Framework approach ... not obvious back in 2003 !
m- See software as hardware
w it means collaborative works, infrastructure for software, compatibility etc ...

It has required the choice of some technologies
w C++ / ROOT

NOTE: The talk mentioned also parallel processing, needs of computing power ...
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Past / Present - Framework approach
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Past / Present - Framework approach

@ IPNL_GAMMA > B agapro > Corfimits > b58fclcd

Commit b58fclcd (® authored 9 years ago by ejsi: dino Browse files Options ~

git-svn-id: svn://gal-serv.lnl.infn.it/agata/trunk/narval_emulator@736 170316e4-aea8-4b27-aad4-0380ec0519c9

-o- parent f52e8da4 ¥master -

£ No related merge requests found

Changes 1
Showing 1 changed file ¥ with 0 additions and 0 deletions Hide whitespace changes  Inline  Side-by-side
v [3 filters/Ancillary/includeVME/DANTE.h - filters/Ancillary/includeVME/Dante.h ({ ® View file @ b58fclcd

File moved




Past / Present - Framework approach

Last developments regarding software infrastructure:
modifications of the code trigs

Automatic Check of the Quality of the code :
w it allows to identified possible bugs, suggestion of more etficient code

Continuous integration :
w AGAPRO, GANPRO, Gw, femul, ReplayLLP, ReplayGLP ...

For those tests, Containers are used for that

w- they contains all the code compiled !

docker w- they could be used also to distribute a full working environment




sonarqube Projects Issues Rules Quality Profiles Quality Gates

Quality check

Leak Period: since previous version

started 10 months ago

Q Search for projects, sub-projects and files...

September 10, 2018, 6:16 AM Version 1.0

# £ GanPro | Private master

Overview Issues Measures Code Activity

Quality Gate
Bugs Vulnerabilities

© o7«

Lines of Code

C++(Co... HH Sk
Python | 706

W No tags

Activity ¥ IPNL_GAMMA > O ganpro > Pipelines > #14130

OO

& Bugs © Vulnerabilities & New Bugs 6 New Vulnerabilities /_/_
passed | Pipeline #14130 triggered 6 days ago by ¢ ¢ Guillaume Baulieu
Code Smells September
m M ] 1 1 ]
erge branch '‘ReplayReadOrder’ into 'preprod
2h® 18 2h® 18 |
) Debt & Code Smells New Debt & New Code Smells - ' Replay read order
t d 1( nt g eptember [} L] L]
i | E— Continuous integration
Quality Gal
0 19.6%
2215@ —— = ® 2jobs from preprod in 2 minutes 19 seconds (queued for 2 seconds)
Coverage 5.9K New Lines to Cover Quality Prc
(C++ (Comn
Duplications FrnollS ©- el76ca3de .. E
Key
1 1 .4% 55 ‘I 3.7% matnuc:Gi
o ) Duplications on Pipeline Jobs 2
Duplications Duplicated Blocks 16K New Lines
———iSEOEEL | . .
et Suild bublich
@ compile Q @ sonar Q

@ IPNL_GAMMA > # docker_gamma > Details

docker_gamma e
Docker image used for IPNL_GAMMA developments

Docker production

17 Star 0 Y Fork 0 SSH ~+ git@gitlab.in2p3.fr:IPNL_GAMMA I} P - + - A Global ~
Files (3.1MB) Commits (18) Branches (2) Tags (0) CI/CD configuration
Add Changelog Add License Add Contribution guide Add Kubernetes cluster
master docker.gamma / + v History = Q Find file = Web IDE @ -

Install gcovr through apt-get
" Guillaume Baulieu authored a week ago

© 052dc33c

Name Last commit Last update

® gamma_dev
& gamma_gpu

3 .gitlab-ciyml

Install gcovr through apt-get a week ago

Typo correction 4 months ago

Add identification to the registry a month ago

T — ettt T



Past / Present - Framework approach

w it should not be that difficult, same ‘kind’ of crystals however _ 3 4
Triple Quad

m- But the data processing logic is not the same ...
w slow process started, stopped, started again ... etc

What is required first is to read GRETINA files and convert data into ADF Frames



Past / Present - Framework approach

S0 IED ARGONNE

AFT Forward tracking

C code / git
OFT MGT ( 5 )

EINSENLEIPENBIEE Producer a la NARVAL

EmUIatOI‘S PRIS—MA GRETINA Converter Do the jOb to convert

Prespec

VAMQOS

- Root Trees

Still some quality / quantity checks to be done on those developments before prod.

GT Data

The most difficult task / time consuming remains to be done : PSA on GRETINA Data !



Past / Present - and Future ?

[s the AGATA Data Processing Framework robust for the future ?

Some thoughts to try and answer ...

® C++ismoving ... exx11 ... exx14, exx17 ... exx20

I S

< Probably some pieces of code could be improved ...

e ROOT is moving to ROOTY ... a lot of changes in the interface

S next run @ CERN, huge increase of data.
< current HEP models has to changed !

e Commercials drive the future !

< Ex : Tensorflow
S Amazon computing clouds, Internet of Things, Machine learning (IA)

e A world of containers ... python is used a lot !



Present / Future

~ Machine Learnmg, at lot to learn !
Our approach to learn machine learning NEDA = AGATA

Meaningful
Compression

Structure Image

V : _ YT . B Customer Retention
Discovery Classification :

o Bigdata ¥ Dimensionality ™ WEEEEIE Idenity Fraud Classification Diagnostics
Visualistaion Reduction Elicitation Detection \

NEDA

AGATA

Advertising Popularity

Unsupervised i Supervised GeTe
ional 1/l "I Detector/ 37 Signa
L

Fokecasting

Recommender
Systems

1 Detector /1

v=3

Clustering 20 Regression
;Ziit;i: M ac } ' I n e Population Market
Pulse Shape Disc nation (y/n : Pulse Shape Analysis (e;x,y,z)

Estimatfhg
life expectancy

Segmentation Lea rl ] I ng
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et
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Pulse Shape Discrimination in NEDA

R&D NEDA, PSD with Neural network

llllllll]llllll]llll

111

0 100 200 300 400 500 600 700

Implementation with ROOT (monothread / CPU)

Best discrimination for low energy
Signal parametrisation Ronchi et al., A 610 (2009) 534-539

s(t) = A [exp(-t/td1) - exp(-t/tr) + R*(exp(-t/td2) - exp(-t/tr)] si t > TO

A amplitude T0 depend of signals alignments
td1, td2, tr ‘identical’ y & n R different between y & n



Present / Future

Our first work has been to run NN PSD online / offline

m We have moved from ROOT to Tensorflow/keras (python / C++)
Python interface for training, C++ interface for inference

The library deals with hardware, transparent to users (multi-core/CPU, GPU)
FsD Facteur 50 gained [on CPU], online inférence !

Tensorflow

We have decided to study other NN architectures

Three types of networks has been compared :
Multi Layer Perceptron (MLP), Long Short Term Memory (LSTM), Convolutional Neural Network (CNN)

TDC s an input.of the network

Input Weight
Deep Convolutional Network (DCN)

Output Deep Feed Forward (DFF) Long / Short Term Memory (LSTM) .
QO 0 —

10— Activation

i Function

P19 O Sum +_ y
T 30—>

j‘j"o—’
An illustration of an artificial neuron. Source

ource E;::;l_;’”l"x.i;“_:Y'l;"l_

PN

\¢/
oA

N/

~

One neuron _& time series & pattern
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Network configurations

Network type Structure l Activation functions Number of trainable parameters
MLP 3 Dense layers (75x10x4x2) Relu x ReLu x SoftMax 814
LSTM 75 x 1 LSTM layer (50 hidden units) x 1 Dense layer (50x 2 ) SoftMax 10 502
Convolution | 75 x 3 (ConviD+Max_Pooling) layers x 2 Dense layers (100x20x 2) ReLu x ReLu x ReLu x ReLu x SoftMax 7042

Computing time required for inference

Computing time per architecture

Acquisition A

MLP on Tesla P4 -

=

16%Xeon 4112 @hg,LgGo:z‘ CPU < It haS Tran Online on CPU '

LSTM on Tesla P4 -

-

0000
LSTM on

16%Xeon 4112 @2,6GHZ | ImpOSSible on CPU gg

0 200 400 600 800 1000
Time (s)
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Training of the networks using 2 2D cuts on SoF/TDC, A /SoF
|

ool — h_TDC_vs_SoF 0022

s h_E_vs_SoF 0022
10 h_E_va DeF_Er ]

g

0.6/—

Ly 1 |
0 100 200 300 400 500 600 700

8 8 § 8 8 3 8 8

BEEEEeDCEEEZd

Training done et L~
using the python =

of Tensortlow

g 8 8 B 8 8

g 8 B
°+H-|-|+H-I-|-H—H'|-\‘III|IIII|IIII|IIII|IIII|IIII|III -

o




Present / Future

We have AGATA /NEDA /DIAMANT Data,
< AGATA y spectra to evaluate wrong n discriminations in NEDA

Quality Tradeoff —&— MLP - Mislabel
—B— RNN - Mislabel
;\3‘ 4 — —— CNN - Mislabel —1140 E
~ [ —a— MLP - Stats —] ©
=) - b —=— ANN - Stats — 4
= = . . —4— CNN - Stats n c
§ 35 - * —— CCPSA - Mislabel — 120 -
5 = W - CCPSA - Stats — :’t’
Ko} 3 . f— 100 a. 5 o o
= R Mislabel probabilit
2 = . o 1Siabe pr ODaD111 Yy
= 25— = S
= 80
2 = - E
. e 2
1.5 = el
— —140
= -
05— ——{20
: 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 N
: 40 45 50 55 60 65 - 70 0
Neutron is [x:100] (in % of max value)
h_NN_norm_MLP h_NN_norm_RNN h_NN_norm_CNN
h_NN_norm_MLP %10° h_NN_norm_RNN x10°

Neural Network answer to
isyorn?




Present / Future

How networks extrapolate on data out of the cuts used for training ?

MLP RNN CNN
25000 25000 25000
24000} 24000} 24000
23000} 23000} 23000}
22000 22000} 22000}
21000 21000} 21000}
20000 20000} 20000}
19000 19000+ 19000}
18000} 18000} 18000}
17000F 17000f 17000F
160000 : D.DE: L ‘O.I 0.15 = 02 (;.25 = O.:l‘ 0.35:I = 04 O.l5l : O.p 160000 OnSI L IO.I I().|5I = ;).2‘ O.ZSI Lt IO.:I O.JSI = IO.‘ : (;(5‘ : 0. 160000 : I[;.DS 01 0.15 02 0.25 03 : L;.:!SI :.).4 : ID.IS‘ ! 0.
Slow on Fast Slow on Fast Slow on Fast
h_NN_norm_MLP h_NN_norm_RNN h_NN_norm_CNN
F h NN norm MLP 7500 :_ h_NN_norm_RNN E h_NN_norm_CNN
6200[— Entries 4063007 C Entries 4063007 6200— Entries 4063007
E Mean 48.153 [= Mean 50.534 - Mean 48.678
i Std Dev 2.934 7000— Std Dev 2.9531 s000f— | Std Dev 3.2312
6000~ Underflow 0 L Underflow 0 r gndzﬁlow g
C Overflow 0 B4 Overflow 0 5800 verflow
5800 Integral 54572 esoop Integral 53977 E | Integral 58704
C Skewness  -0.077755 o Skewness 0.21801 C Skewness  —0.075848
6000 5600
5600 _— [= o
- = 5400 —
r 5500 — C
5400— [= C
C o 5200
- 5000 — L
5200— = C
[ . 5000~
F 4500(— C
5000'_llllllllIllllllllllllllllllllllllllllllllllllll1] :llIlIllllllllllllIlllllllllllllllllllllllll 4800-1 l 1 1 1
43 44 46 49 50 51 2 46 47 48 49 50 51 52 53 54 55 56 44 54

m We are working on the qualification of those sub-events using y spectra
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We have moved to simulations to check for strengths/weaknesses of the different NN
S labels on y or n are 100 % sure !

Function used to generate signals
s(t) = A [exp(-t/td1) - exp(-t/tr) + R*(exp(-t/td2) - exp(-t/tr)] si t > TO

Study 1 : sensibility to TO

Training done with gaussian distribution for T0, o = 2

Test done with gaussian distribution for T0, o = 20

Study 2 : using NN to tag pileup signals

AT between two signals, random distribution

Almost same networks, just more categories, more outputs

Network type Structure % l Activation functions Number of trainable parameters
MLP 3 Dense layers (75x10x4x2) Relu x ReLu x SoftMax 814
LSTM 75 x 1 LSTM layer (50 hidden units) x 1 Dense layer (50x 2 ) SoftMax 10 502
Convolution | 75 x 3 (ConvlD+Max_Pooling) layers x 2 Dense layers (100x20x 2) Relu x ReLu x ReLu x ReLu x SoftMax 7042
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Study 1 : sensibility to TO

10 4 104 -
LSTM the most robuste !
e uste .
10° 4 103 4
-~
102 § b
102 § 102 § Discrimination power of a network according to the TO distribution
100
10! 4
10! § 10! 4
20
0 0 0 H
10% 4 100 4 10° 4
2500 3000 3500 4000 4500 5000 2500 3000 3500 4000 4500 2
s
]
H
g
10¢ 4
103 4
107 4
107 4
50
102 4
102 4
2
10 B Py
Sigma of the TO distribution
1 10! 4
10 10! 4
10° 4 10° § 10° 4 1 11
3000 3500 4000 4500 5000 5500 6000 6500 2500 3000 3500 4000 4500 5000 5500 6000 6500 2500 3000 3500 4000 4500

NN output [as coded in the data flow]

For MLP, training with full signals, test with partial signals
m- the network works fine with partial signals !

m- Important to have well “calibrated’* signals for that kind of NN

...................

FE R * Feature extraction in machine learning language



Study 2: Pileup identification

Error as fonction of the time between signals

Errors in pile-up classification according to time interval between signals Errors in pile-up classification according to time interval between signals Errors in pile-up classification according to time interval between signals
400 400 400 -
350 350 350
300 300 300
w w w
© © ©
g\ 250 A peep reea rorwera (Ure) S\ 250 - et Gy S, 250 - Long / Short Term Memory (LSTM)
‘B ‘B ‘B - '.'.
- - -
g 200 g 2001 5 200 - ool
! 5 3 R
E £ £
2 150 1 2 150 1 2 1501
100 100 4 100 -
50 7 50 50 4
0- 0- 04
0 10 20 30 40 50 0 10 20 30 40 50 0 10 20 30 40 50
Time between signals (ns) Time between signals (ns) Time between signals (ns)
Confusi tri
Pile-up classification confusion matrix Pile-up classification confusion matrix Pile-up classification confusion matrix
G 000 002 000 000 0.0 G 0.00 000 000 000 000 G 0.00 002 000 000 000
n{ 000 0.00 000 000 001 N4 000 0.00 000 000 0.9 n{ 000 0.00 000 000 013
% G/G - 0.78 0.00 0.01 0.00 0.00 < G/G - 0.56 0.00 0.00 0.00 0.00 % G/G 0.54 0.00 0.00 0.00 0.00
8 2 2
o K ©
2 3 p
£ gnd 001 001 001 053  0.00 & gn{ 000 000 000 014  0.00 2 GN{ 000 000  0.00 014  0.00
N/G 0.01 0.01 0.01 0.84 0.00 N/G 1 0.00 0.00 0.01 1.03 0.00 N/G 1 0.00 0.00 0.00 1.07 0.00
NN4{ 000 088 000 000  0.00 NN4 000 037 000 000 000 N4 000 036 000 000 0.0
o S © N © N © BN © N ©
¢ o & S & A & N o AN ® & © &
Predicted lahel Predicted lahel

Predicted lahel
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Study 2: Pileup identification

Error as fonction of the time between signals

Errors in pile-up classification according to time interval between signals

0 10 20 30 40
Time between signals (ns)

Confusion matrix

Pile-up classification confusion matrix

True label

Errors in pile-up classification according to time interval between signals

10

20 30
Time between signals (ns)

Pile-up classification confusion matrix

Errors in pile-up classification according to time interval between signals

10

400 + 400 - 400 -
350 4 350 4 350 4
300 300 A 300
L] ] a
© o =
E\ 250 A peepree e E" 250 A E, 250 Long/ Short Term Memary (LSTH)
wn I3 t
W
g 2 5 e
E 200 4 g 200 4 g 200 4 ‘{'_p;‘{g";‘{
2 150 1 2 150 1 2 1501
100 A 100 A 100 A
50 1 50 1 50
0- 0- 0

20 30 40

Time between signals (ns)

Pile-up classification confusion matrix

RO O M A O S

Predirted lahel

Predicted lahel Predicted lahel
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Auto-encoder, unsupervised learning m self learning !
= avoid problems of having labelled training data ...

Auto Encoder (AE)

10 - ® Gamma 10 Output Gamma
‘ @ Neutron Output Neutron
0.8 1 0.8
% s %
= =
g 0.6 1 PY g 0.6
o o
[ u
B 04 ®e B 04
E ¢ ‘ E
o o
73 w50 = X 1= 50 e 73 e 2.,
0.0 1 I m 0.0
o e R TR T B O oy 20 o B i B 20 2500
Time (10ns/bin) Time (10ns/bin)

Objectives :
Denoising
Data reduction !

We found @ least 4 neurones needed in the bottleneck;

Isiitlink to
s(t) =" lexpl-t] - Y=explGt] )+ Hexpltl - )= explt] )2

Identification of anomalies ?
S1mulat10n of s1gnals ?

D1str1but10n for 6 Central neurons




Conclusions / perspectives

The Data Processing / Analysis Framework is set almost from the beginning
It has grown and seen several (‘minor’) migrations. It has :

w been used @ three different centers

w been more controlled using continuous integration processes

w- followed ROOT evolution ... What about ROOT7 ?

w Moved from svn to git

w Been used with several third party libraries

= PRISMA ... VAMOS ... AFT ... Tensorflow
GRETINA Data could be processed through AGATA Processing
= should help future developments

New challenges are there :
w More and more detectors in the array !
w- Machine Learning technology [python heavily used !]
m heterogeneous architectures, containerised applications ...

The Data Processing/Analysis Framework is likely to go through “major’ changes
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