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A slide from the past …

Framework approach … not obvious back in 2003 !
       ☛ See software as hardware
       ☛ it means collaborative works, infrastructure for software, compatibility etc … 

It has required the choice of some technologies 
       ☛ C++ / ROOT 

NOTE: The talk mentioned also parallel processing, needs of computing power …

Propositions made during this talk …
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Past / Present - Framework approach
Software tracked fro almost 10 years Collaborative developments

Cmake has built system almost from the beginning
☛ migration to ‘modern’ make has started …



Past / Present - Framework approach
Last developments regarding software infrastructure: 

Continuous integration : 
         ☛ AGAPRO, GANPRO, Gw, femul, ReplayLLP, ReplayGLP …

Automatic Check of the Quality of the code  :
          ☛ it allows to identified possible bugs, suggestion of more efficient code

modifications of the code trigs

For those tests, Containers are used for that 
          ☛ they contains all the code compiled !
          ☛ they could be used also to distribute a full working environment 



Continuous integration

Quality check

Docker production



Past / Present - Framework approach

What about processing GRETINA Data using our Framework ???

          ☛ it should not be that difficult, same ‘kind’ of crystals  however 3 4

          ☛ But the data processing logic is not the same …

Triple Quad

What is required first is to read GRETINA files and convert data into ADF Frames 

          ☛ slow process started, stopped, started again … etc 



Past / Present - Framework approach
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Past / Present - and Future ?
Is the AGATA Data Processing Framework robust for the future ?

Some thoughts to try and answer … 

• C++ is moving … cxx11 … cxx14, cxx17 … cxx20 
               ↪ Probably some pieces of code could be improved …  

• ROOT is moving to ROOT7 … a lot of changes in the interface
               ↪ next run @ CERN, huge increase of data. 
               ↪ current HEP models has to changed ! 

• Commercials drive the future !
               ↪ Ex : Tensorflow  
               ↪ Amazon computing clouds, Internet of Things, Machine learning (IA) 

• A world of containers … python is used a lot !



Machine Learning, at lot to learn ! 
Our approach to learn machine learning NEDA ☛ AGATA 

NEDA AGATA

1 Detector / 1 Signal 1 Detector / 37 Signals

Pulse Shape Discrimination (𝛾/n) Pulse Shape Analysis (e,x,y,z)

Signals processed online/offline

Present / Future



Present / Future
Pulse Shape Discrimination in NEDA

s(t) = A [exp(-t/td1) - exp(-t/tr) + R*(exp(-t/td2) - exp(-t/tr)] si t > T0

A amplitude 
td1, td2, tr ‘identical’ 𝛾 & n 

T0 depend of signals alignments
R different between 𝛾 & n 

Signal parametrisation

R&D NEDA, PSD with Neural network

Implementation with ROOT (monothread / CPU)
 Best discrimination for low energy

Ronchi et al., A 610 (2009) 534–539 



Present / Future

PSD

Tensorflow

GANPRO

Our first work has been to run NN PSD online / offline

☛ We have moved from ROOT to Tensorflow/keras (python / C++)
      Python interface for training, C++ interface for inference  
      The library deals with hardware, transparent to users (multi-core/CPU, GPU)
      Facteur 50 gained [on CPU] ,  online inférence !

We have decided to study other NN architectures
Three types of networks has been compared :

Multi Layer Perceptron (MLP), Long Short Term Memory (LSTM), Convolutional Neural Network (CNN)

👍  time series 👍   patternOne neuron

TDC is an input of the network



Present / Future
Network configurations 

It has run online on CPU !

Impossible on CPU

Computing time required for inference



Training done
using  the python

of Tensorflow 

Present / Future
Training of the networks using 2 2D cuts on SoF/TDC, A/SoF

𝛾 n



Present / Future
We have AGATA/NEDA/DIAMANT Data, 
    ↪ AGATA 𝛾  spectra to evaluate wrong n discriminations in NEDA 

Neural Network answer to 
is 𝛾 or n ?

Mislabel probability 



Present / Future
How networks extrapolate on data out of the cuts used for training ?

☛ We are working on the qualification of those sub-events using 𝛾 spectra 



Present / Future
We have moved to simulations to check for strengths/weaknesses of the different NN 

s(t) = A [exp(-t/td1) - exp(-t/tr) + R*(exp(-t/td2) - exp(-t/tr)] si t > T0

Study 1 : sensibility to T0
  Training done with gaussian distribution for T0, 𝝈 = 2
  Test done with gaussian distribution for T0, 𝝈 = 20

Function used to generate signals

    ↪ labels on 𝛾 or n are 100 % sure !

Study 2 : using NN to tag pileup signals
  ∆T between two signals, random distribution 
 Almost same networks, just more categories, more outputs 



Present / Future

NN output [as coded in the data flow]

𝝈 = 2

𝝈 = 20

LSTM  the most robuste !

Study 1 : sensibility to T0

For MLP, training with full signals, test with partial signals
                                ☛ the network works fine with partial signals !
                                ☛ Important to have well ‘calibrated’* signals for that kind of NN

* Feature extraction in machine learning language



Present / Future
Error as fonction of the time between signals

Confusion matrix 

Study 2: Pileup identification



Present / Future
Error as fonction of the time between signals

Confusion matrix 

Study 2: Pileup identification

Error seldom mix gamma - neutron   



Present / Future

73 ☛ 50 ☛ X ☛ 50 ☛ 73

Auto-encoder, unsupervised learning ☛ self learning !
   ➥ avoid problems of having labelled training data …

Objectives : 
    Denoising
    Data reduction !

     Identification of anomalies ? 
     Simulation of signals ?

We found @ least 4 neurones needed in the bottleneck,
Is it link to  

s(t) = A [exp(-t/td1) - exp(-t/tr) + R*(exp(-t/td2) - exp(-t/tr)] ?

Distribution for 6 central neurons



Conclusions / perspectives
The Data Processing/Analysis Framework is set almost from the beginning
It has grown and seen several (‘minor’) migrations. It has :
           ☛ been used @ three different centers 
           ☛ been more controlled using continuous integration processes
           ☛ followed ROOT evolution … What about ROOT7 ?
           ☛ Moved from svn to git 
           ☛ Been used with several third party libraries 
                           ➥  PRISMA … VAMOS … AFT … Tensorflow 
GRETINA Data could be processed through AGATA Processing
                           ➥ should help future developments 

New challenges are there : 
           ☛ More and more detectors in the array !
           ☛ Machine Learning technology [python heavily used !]
           ☛ heterogeneous architectures, containerised applications …

The Data Processing/Analysis Framework is likely to go through ‘major’ changes 
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Many thanks to all th
e people involved !!!


