
 MW determination at hadron colliders

Alessandro Vicini
University of Milano,  INFN Milano

 Pavia, May 26th 2022

1
Alessandro Vicini - University of Milano                                                                                                                                                                                                                                                                                            Pavia, May 26th 2022



Outline

 · precision tests of the Standard Model and searches for New Physics signals

 · MW determinations at hadron colliders     →   can we properly estimate the theoretical systematic errors ?
                                                                          is the methodology robust for an unbiased determination of the central value ?

 · the gauge boson transverse momentum distribution

 · heavy-quark initiated processes and impact on the MW extraction

 · collinear PDF uncertainties on MW
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Precision tests of the SM
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The renormalisation of the SM and a framework for precision tests

• The Standard Model is a renormalizable gauge theory based on  

• The gauge sector of the SM lagrangian is assigned specifying  in terms of 4 measurable inputs

• More observables can be computed and expressed in terms of the input parameters, including the available 

radiative corrections, at any order in perturbation theory 

• The validity of the SM can be tested comparing these predictions with the corresponding experimental results

SU(3) × SU(2)L × U(1)Y

(g, g′ , v, λ)

• The input choice   minimises the parametric uncertainty of the predictions(g, g′ , v, λ) ↔ (α, Gμ, mZ, mH)

• with these inputs,   and the weak mixing angle are predictions of the SM, 
    to be tested against the experimental data

mW

↵(0) = 1/137.035999139(31)

Gµ = 1.1663787(6)⇥ 10�5 GeV�2

mZ = 91.1876(21) GeV/c2

mH = 125.09(24) GeV/c2
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The W boson mass: theoretical prediction

LSM = LSM (α, Gµ, mZ ;mH ;mf ;CKM)
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mW = 80.357 ± 0.009 ± 0.003 GeV
G.Degrassi, P.Gambino, P.Giardino, arXiv:1411.7040
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30 Study of Electroweak Interactions at the Energy Frontier
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Figure 1-11. MSSM parameter scan for MW and sin
2 ✓`e↵ (see text). Today’s 68% C.L. ellipses (from

Ab

FB(LEP), A
e

LR(SLD) and the world average) are shown as well as the anticipated LHC and ILC/GigaZ
precisions, drawn around today’s central value.

based on Ae

LR
by SLD and Ab

FB
by LEP, corresponding to

Ab

FB
(LEP) : sin2 ✓`

exp,LEP

e↵
= 0.23221± 0.00029 , (1.14)

Ae

LR
(SLD) : sin2 ✓`

exp,SLD

e↵
= 0.23098± 0.00026 , (1.15)

sin2 ✓`
exp,aver.

e↵
= 0.23153± 0.00016 , (1.16)

where the latter one represents the average [3]. The first (second) value prefers a value of MSM

H
⇠

32 (437) GeV. The two measurements di↵er by about 3�. The averaged value of sin2 ✓`e↵ , as given in
Eq. 1.16, prefers MSM

H
⇠ 110 GeV. One can see that the current averaged value is compatible with the

SM with MSM

H
⇠ 125.6 GeV and with the MSSM. The value of sin2 ✓`e↵ obtained from Ae

LR
(SLD) clearly

favors the MSSM over the SM. On the other hand, the value of sin2 ✓`e↵ obtained from Ab

FB
(LEP) together

with the MW data from LEP and the Tevatron would correspond to an experimentally preferred region
that deviates from the predictions of both models. This unsatisfactory solution can only be resolved by
new measurements. The anticipated LHC accuracy for sin2 ✓`e↵ would have only a limited potential to
resolve this discrepancy, as it is larger than the current uncertainty obtained from the LEP/SLD average.
On the other hand, a Z factory, i.e. the GigaZ option, would be an ideal solution, as is indicated by the
red ellipse. The anticipated ILC/GigaZ precision of the combined MW –sin2 ✓`e↵ measurement could put
severe constraints on each of the models and resolve the discrepancy between the Ab

FB
(LEP) and Ae

LR
(SLD)

measurements. If the central value of an improved measurement with higher precision should turn out to
be close to the central value favored by the current measurement of Ab

FB
(LEP), this would mean that the

electroweak precision observables MW and sin2 ✓`e↵ could rule out both the SM and the most general version
of the MSSM.

Community Planning Study: Snowmass 2013

Baak et al., arXiv:1310.6708, Snowmass 2013, EW WG

Relevance of new high-precision measurement of EW parameters

The precision measurement of  and  

with an error of 5 MeV and 0.000100 at a hadron collider

                        (0.7 MeV and 0.000004 at e+e- collider)

    (formidable challenges!)

would offer a very stringent test of the SM likelihood

mW sin2 θeff
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MW determination  
at hadron colliders
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Lepton-pair production at hadron colliders (theory breakdown)

�(P1, P2;mV ) =
X

a,b

Z 1

0
dx1dx2 fh1,a(x1,MF )fh2,b(x2,MF ) �̂ab(x1P1, x2P2,↵s(µ),MF )

V

Xa

b

p

p

l

l̄

We need

● best description of the partonic cross section
   including fixed- and all-orders radiative corrections
   QCD, EW, mixed QCDxEW
   
● accurate and consistent description of the QCD environment 
   including PDFs, intrinsic partonic , QED DGLAP PDF evolutionk⊥

      ▻ QCD modelling      both perturbative and non-perturbative QCD contributions

                    transverse d.o.f.     →   gauge bosons  spectra;        dependent on non-perturbative contributions at low 

                    longitudinal d.o.f.    →  rapidity distributions       ;        affected by PDF uncertainties

      ▻ EW and mixed QCDxEW effects

                     important QED/EW corrections (mostly FSR) modulated by the underlying QCD dynamics

    are our current tools adequate for the precision determination of EW parameters ?

pV
⊥ pZ

⊥
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MW determination at hadron colliders

MW extracted from the study of the shape of the ,  and   distributions  in CC-DY 
thanks to the jacobian peak that enhances the sensitivity to 

pl
⊥ M⊥ Emiss

⊥
mW

In charged-current DY, it is NOT possible to reconstruct the lepton-pair invariant mass
Full reconstruction is possible (but not easy) only in the transverse plane

d

dp2?
! 2

s

1p
1� 4p2?/s

d

d cos ✓
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MW determination at hadron colliders

MW extracted from the study of the shape of the ,  and   distributions  in CC-DY 
thanks to the jacobian peak that enhances the sensitivity to 

pl
⊥ M⊥ Emiss

⊥
mW

In charged-current DY, it is NOT possible to reconstruct the lepton-pair invariant mass
Full reconstruction is possible (but not easy) only in the transverse plane

d

dp2?
! 2

s

1p
1� 4p2?/s

d

d cos ✓

problems are due to ・the smearing of the distributions due to difficult neutrino reconstruction

                               ・strong sensitivity to the modelling of initial state QCD effects

Experimental Observables 

5 EPS-HEP Stockholm   18/07/2013 T.Kurca for D0 Collaboration 

pT(e) 
 most affected by pT(W)   

MT 
 less sensitive to transverse motion of W 
- sensitive to detector resolution effects 

          No pT(W)  
   pT(W) included 

  Detector effects  

  extract W mass from 3 observables transversal to the beam direction:   
               Electron pT 
               W transverse mass MT 
               Missing ET 

  complementary observables, not completely correlated 
   

 

)cos1(2 Q
Q IeT

e
TT EEM '� 
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MW determination at hadron colliders

MW extracted from the study of the shape of the ,  and   distributions  in CC-DY 
thanks to the jacobian peak that enhances the sensitivity to 

pl
⊥ M⊥ Emiss

⊥
mW

In charged-current DY, it is NOT possible to reconstruct the lepton-pair invariant mass
Full reconstruction is possible (but not easy) only in the transverse plane

d

dp2?
! 2

s

1p
1� 4p2?/s

d

d cos ✓

problems are due to ・the smearing of the distributions due to difficult neutrino reconstruction

                               ・strong sensitivity to the modelling of initial state QCD effects

Experimental Observables 

5 EPS-HEP Stockholm   18/07/2013 T.Kurca for D0 Collaboration 

pT(e) 
 most affected by pT(W)   

MT 
 less sensitive to transverse motion of W 
- sensitive to detector resolution effects 

          No pT(W)  
   pT(W) included 

  Detector effects  

  extract W mass from 3 observables transversal to the beam direction:   
               Electron pT 
               W transverse mass MT 
               Missing ET 

  complementary observables, not completely correlated 
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Determination of SM parameters at colliders: methodology
We experimentally measure only cross sections (kinematical distributions) and asymmetries  → observables

Any interpretation requires that we choose a model (e.g. the SM) and 
       we compute the observables as functions of the model input parameters
       in the SM gauge sector we can only determine  expressed in terms e.g. of 

At a hadron collider, an analytic fit is often impossible  → we need to compute templates as a function of e.g.  
The templates will be compared to the data, looking for the best-fit values of the input parameters

(g, g′ , v) (α, mW, mZ)

(α, mW, mZ)
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Determination of SM parameters at colliders
We experimentally measure only cross sections (kinematical distributions) and asymmetries  → observables

Any interpretation requires that we choose a model (e.g. the SM) and 
       we compute the observables as functions of the model input parameters
       in the SM gauge sector we can only determine  expressed in terms e.g. of 

At a hadron collider, an analytic fit is often impossible  → we need to compute templates as a function of e.g.  
The templates will be compared to the data, looking for the best-fit values of the input parameters

(g, g′ , v) (α, mW, mZ)

(α, mW, mZ)

The templates are perturbative predictions. 
Their residual theoretical uncertainties will propagate as theoretical systematic errors on the determination of 

Given the very high precision goal
   
control on the shape of the distributions 
at the sub-percent level is needed,
at a hadron collider…

(α, mW, mZ)

δmW /mW ∼ 1 ⋅ 10−4, δ sin2 θeff /sin2 θeff ∼ 1 ⋅ 10−3
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Basic ingredients of the simulation tools needed for the MW determination
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NLO-QCD + QCDPS + QEDPS  is the lowest order meaningful approximation of this observable
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  determination at colliders: open problemsmW

 · Perturbative QCD modelling:   qt resummation and matching with fixed order results

 · Heavy-quark-induced processes:  collinear-log resummation, mass effects, differences between W and Z production

 · QED radiation and the transverse momentum of the lepton pair

 · QED DGLAP evolution of the proton PDFs

 · PDF uncertainties on the  determinationmW
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 is extracted from observables defined in the transverse plane  →  all the uncertainties affecting  matter

the finite rapidity acceptance of the detectors induces a collinear PDF effect on the  distribution

at this level of precision QCD, EW and mixed QCD-EW corrections are necessary
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Lepton-pair transverse momentum distribution

·A crucial role in precision EW measurements (  in particular) is played by the  distribution

      ▻  is extracted from the fit to the ,  and  distributions

      ▻ the  and  simulation strongly depends on a precise knowledge of the  distribution

      ▻ a precise  measurement is not yet available → we rely on  and extrapolate from it   are W and Z identical ?

      ▻  is used to calibrate Monte Carlo tools (Parton Shower at low- )
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Fig. 2 The distribution of events passing the selection requirements
in the electron channel (left) and muon channel (right) as a function
of dilepton transverse momentum (upper row) and φ∗

η (lower row). The
MC signal sample is simulated using Powheg+Pythia8. The statistical

uncertainties of the data points are generally smaller than the size of the
markers. The predictions are normalized to the integral of the data and
the total experimental uncertainty of the predicted values is shown as a
grey band in the ratio of the prediction to data

ties are considered correlated between bins of p##
T and φ∗

η .
An exception are the components of the reconstruction and
identification efficiencies which have a significant statistical
component due to the limited number of events in the data
samples used to derive the efficiency corrections. Uncertain-
ties related to electron or muon reconstruction and identifica-
tion are always assumed to be uncorrelated with each other.
They dominate the uncertainty in the fiducial cross-section
measurement.

The uncertainties in the MC background estimates are
obtained by independently varying the theory cross-sections
used to normalize the corresponding samples and observing
the effect on the measured p##

T and φ∗
η cross-sections. These

background uncertainties are considered correlated between
bins of p##

T and φ∗
η and between the electron and muon chan-

nels. As described in Sect. 3.4, the uncertainty in the multijet
background in the electron channel is obtained by changing
the input range of the template used to estimate the multijet

background. For the muon channel, the measurement is per-
formed again with a modified isolation variable used in the
normalization procedure. The differences between the nomi-
nal and modified measurements are used as uncertainty. The
estimated multijet backgrounds are assumed to be uncorre-
lated between the channels.

An uncertainty is derived to cover the mis-modelling of
the simulated pile-up activity following the measurement of
the cross-section of inelastic pp collisions [68]. Also, the
uncertainty in modelling the distribution of the longitudinal
position of the primary vertex is considered. These uncertain-
ties are treated as correlated between the electron channel and
muon channel.

The uncertainty from the unfolding method is determined
by repeating the procedure with a different simulation where
the nominal particle-level spectrum is reweighted so that the
simulated detector-level spectrum is in good agreement with
the data. The modified detector-level distribution is unfolded
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Fig. 3 The systematic uncertainties for the electron channel measure-
ment (left) and muon channel measurement (right) for the normalized
p!!

T (upper row) and normalized φ∗
η (lower row). The statistical uncer-

tainties are a combination of the uncertainties due to limited data and

MC sample sizes. The p!!
T distribution is split into linear and logarithmic

scales at 30 GeV. Some uncertainties are larger than 2% for p!!
T > 200

GeV and hence cannot be displayed. The corresponding uncertainties
are also summarized in Table 4

Table 3 Measured integrated
cross-section in the fiducial
volume in the electron and muon
decay channels at Born level
and their combination as well as
the theory prediction at NNLO
in αS using the CT14 PDF set

Channel Measured cross-section × B(Z/γ ∗ → !!) Predicted cross-section × B(Z/γ ∗ → !!)
(value ± stat. ± syst. ± lumi.) (value ± PDF ± αS ± scale ± intrinsic)

Z/γ ∗ → ee 738.3 ± 0.2 ± 7.7 ± 15.5 pb

Z/γ ∗ → µµ 731.7 ± 0.2 ± 11.3 ± 15.3 pb

Z/γ ∗ → !! 736.2 ± 0.2 ± 6.4 ± 15.5 pb 703+19
−24

+6
−8

+4
−6

+5
−5 pb [72]

nels.3 The combined precision is between 0.1% and 0.5%
for p!!

T < 100 GeV, rising to 10% towards the high end
of the spectrum, where the overall precision is limited by
the data and MC sample size. The combined results for
both distributions are presented in Table 4 including sta-
tistical and bin-to-bin uncorrelated and correlated system-
atic uncertainties. The measurement results are reported at
Born level and factors kdr, the binwise ratio of dressed and

3 The χ2/Ndof is still good when taking into account only bins with
p!!

T > 50 GeV.

born level results, are given to transfer to the dressed particle
level.

5.2 Comparison with predictions

The integrated fiducial cross-section is compared with a
fixed-order theory prediction that is computed in the same
way as in Ref. [76]. The speed-optimized DYTurbo [77]
version of the DYNNLO 1.5 [10] program with the CT14
NNLO set of PDFs [78] is used to obtain a prediction at
next-to-next-to-leading order (NNLO) in αS in the Gµ EW

123
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E.Re, L.Rottoli, P.Torrielli, arXiv:2104.07509

Figure 4. Comparison of additive (blue) and multiplicative (orange) matching prescriptions at N3LL0

+NNLO, with recoil effects. The x axis is linear up to 30 GeV and logarithmic above.
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Figure 5. Comparison of matched predictions at N3LL +NNLO (red) and N3LL0 +NNLO (blue) with
ATLAS data [97] for p``t (left panel) and �⇤

⌘ (right panel). The fixed-order component is turned off below
�⇤
⌘ = 3.4 ·10�2 in the right panel, see main text for details. In the left plot, the x axis is linear up to 30 GeV

and logarithmic above.

and rather insist on the variation of parameter v0 in a sensible range, such as [2/3, 3/2] around the
central v0 value, as better suited to this aim. This variation is responsible for the slight widening of
the band between 30 GeV and 100 GeV, which we believe to reflect a genuine matching uncertainty
in this region.

In Fig. 5 we finally compare matched predictions in the fiducial setup to ATLAS data [97],
both for p

``

t
(left panel) and for �

⇤
⌘

(right panel). The left panel includes the same theoretical
predictions shown in the right panel of Fig. 3 (keeping the same colour code), which are here
normalised to their cross section in order to match the convention of the shown data. The matched
N3LL0+NNLO predictions for p

``

t
show a remarkable agreement with experimental data, with a

theoretical-uncertainty band down to the 2 - 5% level, essentially overlapping with data in all bins
form 0 to 200 GeV (barring one low-p``

t
bin, where the cancellation between the fixed-order and the

– 26 –
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Fig. 4 Ratios of Z/W+ and W−/W+ normalised differential distri-
butions at NLL + LO (green, dotted), NNLL+NLO (blue, dashed) and
N3LL + NNLO (red, solid) at

√
s = 13 TeV. The three lower pan-

els show three different prescriptions for the theory uncertainty, as
described in the text

Fig. 5 Ratios of Z/W+ and W−/W+ normalised differential dis-
tributions at NNLO (green, dotted), NNLL+NLO (blue, dashed) and
N3LL + NNLO (red, solid) at

√
s = 13 TeV. For reference, the

Pythia8 prediction in the AZ tune is also shown, and the lower panels
show the ratio of each prediction to the latter
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Eur. Phys. J. C (2019) 79 :868 Page 5 of 10 868

Fig. 1 Comparison of the normalised transverse momentum distribu-
tion for neutral and charged Drell–Yan pair production at NLL+LO
(green, dotted), NNLL + NLO (blue, dashed) and N3LL + NNLO (red,
solid) at

√
s = 13 TeV for the fiducial volume defined in the text. The

lower panel shows the ratio to the NNLL + NLO result

Fig. 2 Comparison of the normalised transverse momentum distribu-
tion for neutral and charged Drell–Yan pair production at NNLO (green,
dotted), NNLL + NLO (blue, dashed) and N3LL + NNLO (red, solid) at√
s = 13 TeV for the fiducial volume defined in the text. For reference,

the Pythia8 prediction in the AZ tune is also shown, and the lower
panel shows the ratio of each prediction to the Pythia8 result

123

W.Bizon, A.Gehrmann-De Ridder, T.Gehrmann, N.Glover, 
A.Huss, P.Monni, E.Re, L.Rottoli, D.Walker, arXiv:1905.05171

Progress in the QCD calculations and simulations: lepton-pair transverse momentum

 ● the ptV distribution is responsible for a large component 
    of the lepton transverse momentum, mostly 0< ptV < 10 GeV 

 ● the resummation at N3LL and the matching with NNLO results
    has a strong impact on both central value and uncertainty band

 ● the description of the data based on a perturbative-QCD description at N3LL
    is acceptable, with uncertainties in the 2-3% range
   → the need for a non-perturbative contribution is correspondingly reduced
   → the reweighing factor needed to “reach the data” should become closer to 1
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Bottom quark contributions to the ptZ distribution in the 5FS

·in the 5FS the bottom quark is treated as a massless parton
·the bottom density in the proton resums  via DGLAP eqs large collinear logs

·the masslessness of the bottom may affect some kinematical distributions 
  where the quark mass acts as a natural regulator of the transverse d.o.f.
   e.g. the ptZ distribution with  ptZ ~ O(mb) ~ O(5 - 20 GeV)

dependence, is needed.

The relative importance of di↵erent flavors of quarks in DY processes can be estimated

by computing the individual contributions of quarks to the total cross section for NC-DY

within the acceptance cuts discussed in Section 1.2. This decomposition has not a physical

meaning but it is of technical interest, to appreciate the precision goal in the description of

each flavor of quark. Although all the active flavors in the proton are described as massless

initial state quark cross section (pb) %

u 374.44 ± 0.62 35.0

d 391.15 ± 0.63 36.5

c 91.44 ± 0.34 8.6

s 170.43 ± 0.45 15.9

b 43.13 ± 0.26 4.0

total 1070.58 ± 0.86 100.0

Table 1: Flavor decomposition of the total cross section within the acceptance cuts, computed
with 5 active massless quarks in the proton.

3

Figure 1: Flavor decomposition of the pZ
? distribution computed with 5 active massless quarks

in the proton.

fields, nevertheless the e↵ect of their mass, in particular for the heavy quarks, is introduced

in their evolution equations, starting from an energy scale set to be of O(mq), with mq the

mass of the quark. These boundaries, combined with all the other constraints satisfied by

the proton PDFs, yield a di↵erent distribution of the heavy quark PDFs, with respect to

partonic x, compared to the densities of the light quarks. In turn these di↵erences a↵ect

the contribution of the heavy quark subprocesses to observables like the pZ
? distribution. In

Figure 1 we appreciate the shape of the various contributions initiated by di↵erent quark

flavors, with a harder spectrum in the case of heavy quarks.

The pZ
? distribution is not only interesting per se, as an observable that o↵ers a

stringent test of perturbative QCD: in the low-momentum region it is sensitive to non-

perturbative QCD contributions and possibly to the flavor structure of the proton [36]. The

– 3 –

·given the exp error below 0.5% in a large range
           the bottom contribution of O(4%)
→ we need a prediction of the b contribution precise at the O(10%) level

20

·the PDF evolution starts for the heavy quarks at Q ~ mq
→ in the 5FS the bottom contribution to the ptZ spectrum
    is harder than the one of light quarks
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Z b bbar associated production in the 4FS (pp→e⁺e⁻b bbar):  ptZ distribution, inclusive over b quarks

Figure 1: Representative diagrams contributing to !νbb̄ and !+!−bb̄ production at the leading
order. !νbb̄ production can proceed only via a qq̄′ channel, diagram (a). For !+!−bb̄ production the
qq̄ channel, diagram (a), is dominant at the Tevatron, while the gg channel, diagram (b), largely
dominates at the LHC.

Cross section (pb)

Tevatron
√
s =1.96 TeV LHC

√
s =7 TeV

LO NLO K factor LO NLO K factor

!νbb̄ 4.63 8.04 1.74 19.4 38.9 2.01

!+!−bb̄ 0.860 1.509 1.75 9.66 16.1 1.67

Table 2: Total cross sections for !νbb̄ and !+!−bb̄ production at the Tevatron (pp̄ collisions at√
s = 1.96 TeV) and the LHC (pp collisions at

√
s = 7 TeV), to LO and NLO accuracy. These

rates are relevant to one lepton flavour, and the results for !νbb̄ production are the sums of those
for !+νbb̄ and !−ν̄bb̄ production. The integration uncertainty is always well below 1%.

that of studying the defining features of the production mechanisms, in the CKM matrix

(relevant to the Wbb̄ results) we have neglected off-diagonal terms: this cannot change the

conclusions we shall arrive at, but helps reduce the computing time. It should be clear that

this is not a limitation of the code, since a non-diagonal CKMmatrix can simply be given in

input if one so wishes. Our runs are fully inclusive and no cuts are applied at the generation

level, except for m!+!− > 30 GeV in the !+!−bb̄ sample. The predicted production rates at

the Tevatron and at the LHC are given in table 2 where, for ease of reading, we also show

the fully inclusive K factors. The contribution of the gg → Zbb̄ + X channels is clearly

visible in these results: at the Tevatron σ(!+!−bb̄)/σ(!νbb̄) is quite small (and of the same

order of the ratio of the fully-inclusive cross sections σ(Z)/σ(W )), whereas at the LHC

!+!−bb̄ and !νbb̄ differ only by a factor of two.

We now study the impact of NLO QCD corrections on differential distributions, at

both the parton level and after showering and hadronisation, and in doing so we limit

ourselves to the case of the LHC, where the kinematical differences between Wbb̄ and Zbb̄

production are more evident. The parton shower in aMC@NLO has been performed with

– 4 –

𝓁+ 

𝓁-

in the 4FS the bottom quark
·is absent in the proton
·it can be produced in the final state as a massive particle
   → improved description of the kinematical distributions

·at LO the collinear logs are included only at fixed order
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perturbative uncertainties:
 ·scale variations
 ·choice of the shower scale

 ·Parton Shower radiation model
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Improved prediction of the ptZ distribution
The impact of our combination is illustrated by the ratio of the shape of our best combi-

nation for the pZ
? distribution over the corresponding results obtained in the plain 5FS.

R(pl
+l�
? ) =

 
1

�best
fid

d�best

dpl
+l�
?

!
·

 
1

�5FS
fid

d�5FS

dpl
+l�
?

!�1

(3.2)

In Figure 16 we show the function R(pl
+l�
? ), computed using, in all the terms that enter

in its definition, the same matching scheme (aMC@NLO in the left plot, POWHEG in the right

plot) and QCD PS model (PYTHIA8 ). We argue that the ratio deviates from one because

of the di↵erent content of perturbative terms associated to the treatment of the bottom

quark, and also for the choice of the Parton Shower phase space. We show in Figure 16 the

0.90

0.95

1.00

1.05

1.10

 0  1
0

 2
0

 3
0

 4
0

 5
0

R
 =

 c
ol

la
ge

/fu
ll 

5F
S

Collage 4FS+5FS no-b-hadrons

no-hfact h=mz/4 h=mz

Figure 16: Ratio of the pZ
? distribution in best approximation over the plain 5FS.

impact on R of our combination Equation 3.1, using di↵erent perturbative approximations

for the 4FS results: the fixed order 4FS at NLO-QCD is shown in purple; the default 4FS

prediction matched with (NLO+PS)-QCD accuracy is shown in brown (solid line); the 4FS

prediction, matched with (NLO+PS)-QCD accuracy, with modified shower scale is shown

in brown (dashed line).

RIFERIMENTO A Z+JET CFR POZZORINI

We plan to merge the results obtained in the 4FS and 5FS to improve the description

of the pZ
? spectrum including an improved treatment of the bottom quark e↵ects. In this

paper we are not developing a new code that merges the two sets of analytical results, but

we are rather performing an analysis of the events of the two simulations.

– 22 –

·distortion with a non trivial shape for ptZ<50 GeV
·in aMC@NLO effects at the ±1% level,  in POWHEG effects at the ±0.5% level
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aMC@NLO POWHEG

accurate calculation, all the corrections of O(↵s G2
µ) to the partonic cross section are eval-

uated exactly, so that the corrections involving the bottom quark are of O(↵3
s G2

µ) but are

accurate only in the collinear limit. In Figure 15 we show, with NLO+PS accuracy, in black

dashed the complete pZ
? distribution in the 5FS and in red dashed the contribution given by

the subprocesses initiated by at least one bottom PDF. The size of the latter is consistent

with the overall contribution of O(4%) to the total cross section. After the matching of

exact NLO matrix elements with a QCD-PS that simulates parton radiation to all orders,

we have to consider the possibility that the emitted gluons split into bb̄ pairs which appear

as final state hard partons; such terms are of O(↵2
s G2

µ) (when the initial state contains

only valence light quarks) or higher. It is not possible to make a distinction between initial

and final state bottom contribution; we are thus lead to define the bottom contribution to

DY in the 5FS as the one given by all the events that contain at least one B hadron in

the final state (generated in the hadronization phase of the PYTHIA8 QCD-PS). We recall

that in the 5FS the cross section is evaluated with strong coupling constant running with

5 active flavors, inducing a bottom contribution also in the subprocesses initiated by light

quarks and gluons; the latter are not tagged by the B hadron selection.

In the 4FS, the bottom quark in the proton is by definition absent; lepton-pair produc-

tion in association with a bb̄ pair starts at O(↵2
sG

2
µ), with strong coupling constant running

with 4 active flavors. This LO cross section is exact in the description of the kinematics

of the massive bb̄ pair. In a NLO-QCD accurate calculations, also terms of O(↵3
sG

2
µ) are

exactly included. In this scheme, heavy quarks contributions to the ↵s running are decou-

pled and included in the renormalization condition. After matching with a QCD Parton

Shower, additional bb̄ pairs might be created, although with suppressed rate, starting from

O(↵4
sG

2
µ). In Figure 15 we show in green dotted the pZ

? distribution in the 4FS inclusive

over the b-quarks, at NLO-QCD, while in blue and in black solid we present the results

with NLO+PS accuracy, for two di↵erent choices of the shower scale. The sizeable impact

of the matching with a QCD-PS can be appreciated at glance.

3.2 Merging 4FS and 5FS results: bottom quark e↵ects on the pZ
? distribution

As discussed in Section 3.1, the improvement over the plain 5FS description can be obtained

by the subtraction of the bottom-related contributions and their replacement with the 4FS

results.

We define two physical distributions, namely the production of a lepton pair strictly

without B hadrons (our B-vetoed 5FS calculation, that we label 5FS-Bveto ) and the

production of a lepton-pair accompanied by at least one B hadron (our 4FS results), which

are complementary with respect to the additional particles beside the lepton pair. The

orthogonality of the two quantities allows us to take their sum and to consider it as our best

prediction for any DY observable, in particular for the lepton-pair transverse momentum

distribution, with respect to the treatment of the bottom quark e↵ects.

d�best

dpl
+l�
?

=
d�5FS�Bveto

dpl
+l�
?

+
d�4FS

dpl
+l�
?

(3.1)
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Impact on the CC-DY observables of b-quark effects

The CC-DY observables are evaluated in the plain 5FS
The new Parton Shower tune accounting for the improved treatment of bottom contributions is mimicked by reweighing the events with 1/𝓡(p⊥)
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The impact on MW is estimated by 
      template fit of the reweighed distributions (RGB), 
       with templates in the plain 5FS (light brown)

Fixed-order results   →  
Additional radiation reduces this effect down to 

ΔmW ∼ 5 MeV
ΔmW ∼ 3 MeV�
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Impact on the CC-DY observables of b-quark effects

The CC-DY observables are evaluated in the plain 5FS
The new Parton Shower tune accounting for the improved treatment of bottom contributions is mimicked by reweighing the events with 1/𝓡(p⊥)
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      template fit of the reweighed distributions (RGB), 
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Fixed-order results   →  
Additional radiation reduces this effect down to 
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The explicit perturbative treatment of 
higher-order, flavour dependent effects
yields
a more universal, flavour independent PS tune

It is crucial for the  determination
  · CC-DY and NC-DY have different b-quark contributions
  · the missing QCD effects that we measure with ptZ
     and apply to ptW 
     must be universal and flavour independent

mW
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PDF uncertainties 
in the MW determination 

24
Alessandro Vicini - University of Milano                                                                                                                                                                                                                                                                                            Pavia, May 26th 2022



PDF uncertainty on MW
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 ● the proton parameterisation is fitted from experimental data and suffers from their error

 ● this uncertainty is represented by different parameterisations, in the hessian eigenvectors or  Monte Carlo replicae language,
    all compatible with the data

 ● the templates used to fit  are computed using a given choice of the proton parameterisation
    changing this choice leads to different templates → different outcome of the fit    (theoretical systematic error)

 ● the PDF uncertainty on  has 2 components:
         ·the spread of the best values obtained with different PDF sets (due to methodological differences in the PDF fit)
         ·for a given set, the uncertainty due to the experimental data

mW

mW

25
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 ● we are not discussing the propagation of the PDF error to the prediction of observables
     but
    how the different PDF alternatives affect the determination of a parameter (not an observable!)

 ● very important role of PDF correlations in the combination of the best-fit  values mW



Different predictions for the  distributionpl
⊥
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2.5. Kinematical distributions 27

(a) Ratio between the di↵erential cross-section of the charged-lepton transverse momentum
generated with the central set of the nine PDFs sets. The reference distribution is replica 0
of NNPDF4.0. Every distribution has been generated in the hypothesis mW,0 = 80.385GeV.

(b) Ratio between the di↵erential cross-section of the charged-lepton transverse momentum
generated with every member of the nine PDFs sets. The reference distribution is replica 0
of NNPDF4.0. Every distribution has been generated in the hypothesis mW,0 = 80.385GeV.

2.5. Kinematical distributions 27

(a) Ratio between the di↵erential cross-section of the charged-lepton transverse momentum
generated with the central set of the nine PDFs sets. The reference distribution is replica 0
of NNPDF4.0. Every distribution has been generated in the hypothesis mW,0 = 80.385GeV.

(b) Ratio between the di↵erential cross-section of the charged-lepton transverse momentum
generated with every member of the nine PDFs sets. The reference distribution is replica 0
of NNPDF4.0. Every distribution has been generated in the hypothesis mW,0 = 80.385GeV.

     distribution simulated with POWHEG NLO-QCD + QCDPS
    comparison taking as a reference the average replica of NNPDF4.0     differences in normalisation and shape

     the distortion about  is responsible for the  shifts

pl
⊥

pl
⊥ ∼ 40 GeV mW

central replica all members



PDF uncertainty on MW: a conservative approach
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27

·choose the replica  of one set to compute all the templates, for different  hypotheses

·generate one distribution  for each replica of a PDF set, using  as a nominal value  →  pseudodata

·make a  fit of the pseudodata  using the templates  :  call  the best fit result associated to the minimum 

    →  the difference   expresses the impact of the distortion of the replica  compared to the PDF replica of the templates

·combine the N  values   according to the prescription of the PDF collaboration (→ central value and dispersion)
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according to the PDF4LHC recipe [18] and by measuring the half-width �PDF of the resulting band.
We include, in the evaluation of the envelope, the results of the sets CT10, MSTW2008CPdeut and
NNPDF2.3, because they are based on the same sets of data, making their comparison homoge-
neous. These results are presented in Table 2. We observe that the spread �sets represents a
large contribution, up to 35% of the overall uncertainty . In Table 3 we compute the envelope
of the results obtained with two more modern PDF sets, namely NNPDF3.0 and MMHT2014, which
include public data from the LHC. We observe that the width of the envelope ranges between 16
and 32 MeV, depending on the collider energy and kind and on the final state; more interesting,
the spread of the two central values is below 5 MeV in the W� case at the LHC, while it is above
15 MeV in the W+ case and at the Tevatron.

From Table 5 we can appreciate the impact of the inclusion of the new LHC data, which have
been used in the determination of the NNPDF3.0 set. Beside a few MeV o↵set for the central
values, it is possible to observe a small (few MeV) reduction of the PDF uncertainty, which is
roughly 20% smaller than the one computed with NNPDF2.3.

The dependence of the PDF uncertainty with the collider energy is illustrated in Table 4, using
the NNPDF3.0 PDF set.

no pW? cut pW? < 15 GeV
�PDF (MeV) �sets (MeV) �PDF (MeV) �sets (MeV)

Tevatron 1.96 TeV 27 16 21 15
LHC 8 TeV W+ 33 26 24 18

W� 29 16 18 8
LHC 13 TeV W+ 34 22 20 14

W� 34 24 18 12

Table 2: Half-width �PDF of the envelope of the PDF uncertainty intervals by CT10,
MSTW2008CPdeut and NNPDF2.3. Corresponding spread �sets of the central predictions.

no pW? cut pW? < 15 GeV
�PDF (MeV) �sets (MeV) �PDF (MeV) �sets (MeV)

Tevatron 1.96 TeV 16 4 9 15
LHC 8 TeV W+ 32 33 21 21

W� 22 6 12 0
LHC 13 TeV W+ 30 24 18 16

W� 23 16 11 5

Table 3: Same as in Table 2, now considering only the two recent PDF sets NNPDF3.0 and
MMHT2014.
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Criticisms:
 1) the different replicae do not describe the data with the same accuracy,   
     i.e. we give equal weight to both good and bad fitting options, in the  combination used to compute the uncertainty
 2) we do not exploit the available information encoded in the proton parameterisations

mW
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 ● the equivalence of the PDF replicae is a source of theoretical systematic error in the Drell-Yan simulation

 ● when writing a complete likelihood
        we choose the replica  as theoretical model called 
        we treat the difference   w.r.t. the replica  as a systematic error, with the associated nuisance parameter 

 

0 𝒯0
𝒮r = 𝒯r − 𝒯0 r αr
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the rapidity range included in the acceptance region was
exploited to quantify the benefit given by an mW measure-
ment at LHCb to the final combination of all the available
results, in terms of a reduced PDF uncertainty. The
possibility of a systematic extraction of very precise
information about the Drell-Yan parton-parton luminosities
has been studied in Refs. [10–14], aiming at a better
modeling of the initial state and to a consequent reduction
of the PDF error on mW . The impact of measurements at
different colliders and energies has been scrutinized
in Ref. [15].
We plan to revise the propagation of the PDF uncer-

tainties of experimental origin in the determination of a
parameter obtained via the fit of a kinematic observable.
Bin-bin correlation and template fit definitions.—At

hadron colliders, mW is determined in the charged-current
(CC) Drell-Yan (DY) process from the measurement of
observables such as the charged-lepton transverse momen-
tum dσ=dpl

⊥ and the lepton-pair transverse mass distribu-
tions, for which the Jacobian peak enhances the sensitivity
to the position of the pole of the W propagator. The finite
rapidity detector acceptance and other kinematical
constraints induce a sensitivity of the shape of these
observables, defined in the transverse plane, to the initial
state proton collinear PDFs.
The PDF uncertainty, represented by a set of replicas

with Nrep members, affects the normalization but also the
shape of the observables. Different bins of the same
distribution are correlated with respect to a PDF replica
variation, as can be seen in Fig. 1, because of kinematic
constraints and due to the theoretical framework shared by
all the replicas. In Fig. 1, the sudden and strong change of
sign of the dσ=dpl

⊥ self-correlation is quite evident across

the Jacobian peak at pl
⊥ ∼ 40 GeV; the self-correlation of

the dσ=dx1 distribution also signals the existence of two
partonic x ranges, below and above x ∼ 4 × 10−3. The cross
correlations thus establish a link between the parton-parton
luminosities (i.e., the source of the PDF uncertainty) and
the dσ=dpl

⊥ distribution (from which mW is determined)
with a nontrivial underlying correlation pattern.
The determination of a Lagrangian parameter from a

kinematic distribution via a template fit requires the choice
of a Lagrangian density (in our case, the SM one) and of a
tool that simulates the observables computed in that model
in a well-defined setup. The simulation tool is fully
specified by the choice of a proton PDF parametrization,
whereas the parameter (e.g., mW) is left free to vary when
comparing to the experimental data. In this construction,
the PDF replicas represent a one-parameter family of
models to analyze the data.
The equivalence of the replicas in the proton description

represents a source of theoretical systematic error when we
try to determine mW from the fit of a kinematic distribution.
We account for this systematics in the following χ2

definition:

χ2k ¼
X

i∈bins

½ðT 0;kÞi − ðDexpÞi −
P

r∈RαrðSr;kÞi%2

σ2i
þ
X

r∈R
α2r ;

ð1Þ

where in the bin i of the distribution, we have the following
quantities: T 0;k is our fitting model based on the average
replica 0 of PDF set R, and it has been computed with the
kth W-boson mass hypothesis mW;k; Dexp is the exper-
imental value, and σ2i is its statistical error; and the
differences Sr;k ¼ T r;k − T 0;k are computed for each
member r of the PDF set and are treated as nuisances
with fit parameters αr. The quadratic penalty factorP

r∈Rα
2
r corresponds to having assumed a Gaussian

penalty for the replicas with respect to the central
replica of the set. Since the templates are in general
affected by statistical Monte Carlo and experimental
errors, we should take that into account by consider-
ing σ2i ¼ ðσexp;stati Þ2 þ ðσMC

i Þ2.
By repeating the minimization of χ2k, with respect to the

αr, for different values of mW;k, the minimum of the
sequence labeled by k selects the preferred mW value
and the Δχ2 ¼ 1, 4, and 9 rules identify the one, two,
and three standard deviation intervals due to the PDF
uncertainty. For a given mW;k, the minimum of the χ2

expression in Eq. (1) can be written [16] with the bin-
bin covariance matrix computed with respect to PDF
variations and including the statistical and systematic error
contributions [17].

χ2k;min ¼
X

ðr;sÞ∈bins
ðT 0;k −DexpÞrðC−1ÞrsðT 0;k −DexpÞs ð2Þ

FIG. 1. Correlation with respect to PDF replica variations of the
differential cross sections with respect to the charged lepton
transverse momentum and to the partonic x1 variable. Results
obtained with normalized distributions. We show the self-corre-
lation of dσ=dx1 (lower right), of dσ=dpl

⊥ (upper left), and the
cross-correlation of the two distributions. Fluctuations due to
finite MC statistics are visible as a stripelike pattern in the plots.
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 ● the minimisation, with respect to the nuisance parameters, leads to cast the   in terms of the inverse covariance matrix
    the covariance is defined with respect to variation of the systematic error, e.g. to the choice of different PDF replicae
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C ¼ ΣPDF þ Σstat þ ΣMC þ Σexp;syst ð3Þ

ðΣPDFÞrs ¼hðT − hT iPDFÞrðT − hT iPDFÞsiPDF ð4Þ

hOiPDF ≡
1

Ncov

XNcov

l¼1

OðlÞ ð5Þ

where Σstat is a diagonal matrix with the statistical variances
on each bin of the distribution, estimated for a given
integrated luminosity L; ΣMC is the diagonal matrix of the
squared Monte Carlo error of the templates; and Ncov is the
number of PDF replicas used to compute the PDF covari-
ance matrix [19]. We introduce in the full covariance matrix
an additional term Σexp;syst to account for experimental
systematics, although their faithful description depends on
the details of each experiment. In Eq. (3), we approximate
Σexp;syst by using the detector model of the Compact Muon
Solenoid (CMS) experiment presented in Ref. [20]. We
stress that in this Letter all the replicas are treated as
equivalent; i.e., we do not anticipate the impact that future
measurements may have in reducing the PDF uncertainty.
The approach that we are proposing to include the PDF
uncertainty on an EW parameter has to be compared with
what has been used in the past, e.g., in Refs. [7,8], where
the analysis relied on the minimization of a χ2 defined as

χ2k;r;no−cov ¼
X

i∈bins
ðT 0;k −DrÞ2i =σ2i ; ð6Þ

treating the contributions of different bins as independent
and weighing them with their statistical error. The tem-
plates were generated with the central PDF replica 0 for
different mass hypotheses k; the distributions, computed
with Nrep different replicas, were treated as independent
pseudodata; and the minimization was repeated separately
for each of them. The resulting Nrep preferred mW;r values
were eventually analyzed by computing the mean value and
standard deviation and ignoring the associated values of
χ2k;r;no−cov; the standard deviation was taken as the estimate
of the PDF uncertainty. A similar χ2 definition, including
only diagonal contributions, has been used up to now by the
experimental collaborations at the Tevatron and LHC.
Numerical results.—We perform all the simulations

using the CC-DY event generator provided in the
POWHEG-BOX [21,22], showered with PYTHIA 8.2
[23], setting

ffiffiffi
S

p
¼ 13 TeV. We restrict ourselves to Wþ

production without hindering the generality of our argu-
ments. We apply the acceptance cut jηlj < 2.5. We use for
our analysis the PDF set NNPDF30_nlo_as_0118_1000
[24], featuring Nrep ¼ 1000 replicas.
In Eq. (2), the templates are computed using the replica 0 of

the PDF set, scanning mW with a 1 MeV spacing in the
interval mW ∈ ½80.035; 80.735& GeV. We let the distribution
computed with the central replica 0 of the PDF set, and with a

fixed mW;0 ¼ 80.385 GeV value, play the role of the
experimental dataDexp; this choice does not spoil the validity
of the method and of the conclusion, and it offers a sanity
check on the fit results. The covariance matrix is evaluated
with the Nrep replicas. We checked that the dependence of the
covariance matrix on mW , in the interesting range of
'20 MeV around the central value of 80.385 GeV, is small;
therefore we neglected it in the numerical analysis. The
statistical error on the pseudodata is estimated by assuming
two different luminosities: 1 and 300 fb−1.
Since the value of the PDF uncertainty affecting the mW

determination is sensitive to the fit window ½pmin
⊥ ; pmax

⊥ &, we
perform a scan in the two values pmin;max

⊥ and plot, for each
point in this plane, the uncertainty value corresponding to
the half-width of the Δχ2 ¼ 1 interval.
To present a comparison with the previous approaches,

we perform an analysis using the prescription of Eq. (6),
using 200 replicas (this time with a fixed mW;0 ¼
80.385 GeV value) as distinct pseudodata distributions;
we generate the templates with the replica 0. In Fig. 2, we
show the analysis of distributions normalized to the cross
section integrated in the fitting interval. The results,
consistent with those presented in Ref. [8] and labeled
in all the Figures by “Bozzi et al.,” show a weak sensitivity
to the upper limit of the fit window but a clear dependence
on its lower limit.
In Figs. 3 and 4, we present the results based on Eq. (2),

in the case of normalized distributions, assuming an
experimental integrated luminosity Lint, as well as no
template Monte Carlo error. Figure 5 also corresponds to
300 fb−1, but we now include a Monte Carlo error
extrapolated to a statistics of 1010 events [25]. The
statistical error is dominant in Fig. 3, whereas it becomes
negligible at high luminosity, putting in evidence a strong
reduction of the PDF uncertainty, down to the Oð1 MeVÞ
level. The Monte Carlo error of the templates has a visible

[8]

FIG. 2. PDF error estimated by computing the standard
deviation of the mW values corresponding to the minima of
the fit of 200 replicas onto the template pseudodata represented
by the central replica.
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 ● the data are fitted with the replica  only
    the PDF uncertainty is encoded in the PDF covariance matrix
    the width of the  parabola (  rule)  quantifies the PDF uncertainty

0

χ2 Δχ2 = 1

E.Bagnaschi, AV, Phys.Rev.Lett.126 (2021) 4, 041801 
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all PDF replicas are correlated because the parton densities are developed in the same QCD framework
    1) obey sum rules,  2) satisfy DGLAP equations,   3) are based on the same data set

the “unitarity constraint” of each parton density affects the parton-parton luminosities, which, convoluted with the partonic xsec,
     in turn affect the hadron-level xsec

the tails of the  distribution 

are strongly (anti)-correlated w.r.t. PDF variations
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the tails of the  distribution 

are strongly (anti)-correlated w.r.t. PDF variations
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Non-trivial information is hidden in the distributions! We want to exploit it

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                                                                            Pavia, May 26th 2022
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PDF uncertainty on MW: exploiting the theoretical constraints

total uncertainty determined

with   ruleΔχ2 = 1
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PDF + stat PDF + stat + MC + syst
scan over fitting windows for normalised distributions

 · The PDF uncertainty is not a limiting factor for MW   with high luminosity and a “perfect” detector

 · The MC statistics needed is of at least O(100B) of simulated events (several weeks on 1000 cores cluster)

PDF uncertainty on MW: exploiting the theoretical constraints

total uncertainty determined

with   ruleΔχ2 = 1
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 · The full likelihood fit allows to exploit a very large of the information available in the replicae

 · In the estimate of the PDF uncertainty, the perturbative QCD component plays a major role 
     yielding the block structure of the covariance matrix
     (same results obtained with hessian PDF sets)

 · In the estimate of the PDF uncertainty, little sensitivity to the non-perturbative input of the evolution equations (preliminary)
     the constraining power of the covariance matrix is always present 
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 · The determination of  at hadron colliders strongly depends on our understanding of kinematical distributions such as 

 · The perturbative description has reached in the last few years N3LL’+NNLO QCD for the gauge boson  distribution
    with a residual uncertainty at the 2-3% level

 · The flavour differences between W and Z production raise the issue of the universality of the QCD Parton Shower tunes
    An explicit perturbative description of the heavy quark behaviour and of QED effects can lead to “more universal” results 
    for the non-perturbative part of the tune

 · The collinear PDF uncertainty affects  via the finite rapidity acceptance
     the perturbative constraints of the collinear PDF formulation strongly affect the  distribution, 
     largely reducing the estimated uncertainty on  (not a bottleneck!)
      → a full likelihood analysis is necessary for the proper estimate of the uncertainty on a fitted parameter

 · The QED corrections have a large impact on , the mixed QCD-EW corrections as well:
    the  “QCD model” modulates the size of the mixed corrections
     → a better QCD model and exact mixed QCD-EW corrections are needed to restrain this source of uncertainty

mW pl
⊥

pV
⊥

mW
pl

⊥
mW

mW
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combination of the W and Z mass counterterms in eq. (3.22) once the 1/ε poles in δ(1)m2
W

and δ(1)m2
Z are expressed in terms of MS quantities.

The two-loop counterterm δ(2)m2
Z includes also the contribution from the mixed γ Z

self-energy or

δ(2)m2
Z = Re



A(1)
ZZ(m

2
Z) +A(2)

ZZ(m
2
Z) +

(
A(1)

γZ (m
2
Z)

m2
Z

)2


 (3.25)

so that YMS up to the two-loop level reads

YMS = Y (1)

MS
+ Y (2)

MS
, (3.26)

Y (1)

MS
= Re

[
A(1)

WW (m2
W )

m2
W

− ĉ2
A(1)

ZZ(m
2
Z)

m2
W

]

MS

, (3.27)

Y (2)

MS
= Re



A
(2)
WW (m2

W )

m2
W

− A(2)
ZZ(m

2
Z)

m2
Z

+

(
A(1)

γZ

m2
Z

)2




MS

. (3.28)

The one-loop contribution to YMS is reported in eq. (A.4) of the appendix. As before

we give the higher order terms via a simple formula:

Y h.o.
MS

(mZ) = 10−4 (y0 + y1ds+ y2dt+ y3dH + y4das) (3.29)

where dt = [(Mt/173.34GeV)2 − 1] and

y0 = −18.616753 y1 = 15.972019, y2 = −16.216781, y3 = 0.0152367, y4 = −13.633472 .

(3.30)

Eq. (3.29) includes, besides the Y (2)

MS
contribution from eq. (3.28), the complete O(α̂αs)

corrections, the leading three-loop O(α̂α2
sM

2
t /m

2
W ) contribution [7, 8] and the subleading

O(α̂3M6
t /m

6
W ) and O(α̂2αsM4

t /m
4
W ) [17, 18], and the four-loop O(α̂α3

sM
2
t /m

2
W ) contribu-

tion [19, 20]. It approximates the exact result to better than 0.075% for ŝ2 on the interval

(0.23− 0.232) when the other parameters in eq. (3.29) are varied simultaneously within a

3σ interval around their central values.

4 Results

In this section we report our results for α̂, sin2θ̂W and mW . All results are presented as

simple parameterizations in terms of the relevant quantities whose stated validity refers

to a simultaneous variation of the various parameters within a 3σ interval around their

central values given in table 1. As a general strategy for the evaluation of the two-loop

contributions, where ĉ2 can be identified with c2, we have replaced in all the two-loop terms

mW with mZ ĉ. This choice gives rise to the weakest µ-dependence in mW .

The two-loop computation of the MS electromagnetic coupling from eq. (3.3) and of

sin2θ̂W from eq. (1.4) can be summarized by the following parameterizations

α̂(µ) = a0 + 10−3
(
a1dH + a2dT + a3das + a4da

(5)
)

(4.1)

sin2θ̂W (µ) = s0 + s1dH + s2dt+ s3dHdt+ s4das + s5da
(5) (4.2)
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µ = mZ µ = Mt

a0 (128.13385)−1 (127.73289)−1

a1 -0.00005246 -0.00005267

a2 -0.01688835 0.02087428

a3 0.00014109 0.00168550

a4 0.22909789 0.23057967

µ = mZ µ = Mt

s0 0.2314483 0.2346176

s1 0.0005001 0.0005016

s2 -0.0026004 -0.0001361

s3 0.0000279 0.0000514

s4 0.0005015 0.0004686

s5 0.0097431 0.0098710

Table 2. Coefficients for the parameterization of α̂(µ) (left table, eq. (4.1) in the text) and
sin2θ̂W (µ) (right table, eq. (4.2) in the text).

where da(5) = [∆α(5)
had(m

2
Z)/0.02750−1] and the ai and si coefficients are reported in table 2

for two different values of the scale µ. Eq. (4.1) approximates the exact result to better

than 1.1× 10−7 (1.2× 10−7) for µ = mZ (µ = Mt), while eq. (4.2) approximates the exact

result to better than 5.1× 10−6 (6.2× 10−6) for µ = mZ (µ = Mt).

From our results on α̂ and ŝ2 it is easy to obtain the values of the g and g′ coupling

constants at the weak scale, usually identified with Mt. They can be taken as starting points

in the study of the evolution of the gauge couplings via Renormalization Group Equations

(RGE) in Grand Unified Models and in the analysis of the stability of the Higgs potential

in the SM. Ref. [57] reports the values of the gauge coupling constants at the µ = Mt

scale, g(Mt) = 0.64822 and g′(Mt) = 0.35760, obtained using a complete calculation of

the two-loop threshold corrections in the SM. Here we find g(Mt) = 0.647550 ± 0.000050

and g′(Mt) = 0.358521 ± 0.000091. The difference between the two results, which should

be a three-loop effect, is more sizable than expected. However, the results of ref. [57]

were obtained using as input parameters Gµ and the experimental values of mZ and mW ,

while our result is obtained with a different set of input parameters, i.e. Gµ, α and mZ .

In our calculation mW is a derived quantity calculable from eq. (1.5). Moreover, as shown

below, our prediction for mW is not in perfect agreement with the present experimental

determination and therefore the gauge couplings extracted using the two different sets

of inputs parameters show some discrepancy. Indeed, using our prediction for mW in the

results of ref. [57] instead of the experimental result, we find that the difference between the

g (g′) computed in the two methods is one order of magnitude smaller than the two-loops

correction and two orders smaller than the one-loop correction to g (g′).

The two-loop determination of the W mass in the MS framework from eq. (1.5) can

be parameterized as follows

mW = w0 + w1dH + w2dH
2 + w3dh+ w4dt+ w5dHdt+ w6das + w7da

(5) (4.3)

with dh = [(mH/125.15 GeV)2−1]. The wi coefficients are reported in table 3 for µ = mZ .

Two different cases are considered. In the left column the coefficients refer to the standard

case of a simultaneous variation of all parameters within a 3σ interval around their central

values. The right column applies to the case where all parameters but the Higgs mass

are varied within a 3σ interval while the latter is varied between 50 and 450GeV. In the
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the two-loop threshold corrections in the SM. Here we find g(Mt) = 0.647550 ± 0.000050

and g′(Mt) = 0.358521 ± 0.000091. The difference between the two results, which should

be a three-loop effect, is more sizable than expected. However, the results of ref. [57]

were obtained using as input parameters Gµ and the experimental values of mZ and mW ,

while our result is obtained with a different set of input parameters, i.e. Gµ, α and mZ .

In our calculation mW is a derived quantity calculable from eq. (1.5). Moreover, as shown

below, our prediction for mW is not in perfect agreement with the present experimental

determination and therefore the gauge couplings extracted using the two different sets

of inputs parameters show some discrepancy. Indeed, using our prediction for mW in the

results of ref. [57] instead of the experimental result, we find that the difference between the

g (g′) computed in the two methods is one order of magnitude smaller than the two-loops

correction and two orders smaller than the one-loop correction to g (g′).

The two-loop determination of the W mass in the MS framework from eq. (1.5) can

be parameterized as follows

mW = w0 + w1dH + w2dH
2 + w3dh+ w4dt+ w5dHdt+ w6das + w7da

(5) (4.3)

with dh = [(mH/125.15 GeV)2−1]. The wi coefficients are reported in table 3 for µ = mZ .

Two different cases are considered. In the left column the coefficients refer to the standard

case of a simultaneous variation of all parameters within a 3σ interval around their central

values. The right column applies to the case where all parameters but the Higgs mass

are varied within a 3σ interval while the latter is varied between 50 and 450GeV. In the
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The hadronic contribution can be obtained from the experimental data on the cross section

in e+e− → hadrons by using a dispersion relation. Two recent evaluations of ∆α(5)
had(m

2
Z)

report very consistent results: ∆α(5)
had(m

2
Z) = (275.7 ± 1.0) × 10−4 [52], ∆α(5)

had(m
2
Z) =

(275.0 ± 3.3) × 10−4 [53]. We use the latter as reference value in our calculation. The

Π(p)
γγ term in eq. (3.6) includes the top contribution to the vacuum polarization plus the

two-loop diagrams in which a light quark couples internally to the W and Z bosons. This

contribution, as well as ReΠ(5)
γγ (m2

Z), can be safely analyzed perturbatively.

The one-loop contribution to∆α̂p(mZ) ≡ ∆α̂(mZ)−∆α(5)
had(m

2
Z) is reported in eq. (A.3)

of the appendix. The higher order contributions to ∆α̂p(mZ) are presented here as a sim-

ple formula that parametrizes the full result in terms of the top and the Higgs masses, the

strong coupling, and ŝ2:

∆α̂p, h.o.(mZ) = 10−4 (b0 + b1ds+ b2dT + b3dH + b4das) (3.7)

where

ds =

(
ŝ2

0.231
− 1

)
, dT = ln

(
Mt

173.34GeV

)
,

dH = ln
( mH

125.15GeV

)
, das =

(
αs(mZ)

0.1184
− 1

)
(3.8)

with

b0 = 1.751181 b1 = −0.523813, b2 = −0.662710, b3 = −0.000962, b4 = 0.252884 .

(3.9)

Eq. (3.7) includes the O(α) contribution2 to Π(b)
γγ (0) + Π(l)

γγ(0) + Π(p)
γγ (0) plus the O(αs)

corrections to Π(p)
γγ (0) and the O(αs, α2

s) corrections to ReΠ(5)
γγ (m2

Z) [54]. It approximates

the exact result to better than 0.045% for ŝ2 in the interval (0.23− 0.232) when the other

parameters in eq. (3.7) are varied simultaneously within a 3σ interval around their central

values, given in table 1.

3.2 ∆r̂W

The radiative parameter ∆r̂W enters the relation between the Fermi constant and the

W mass. We recall that the Fermi constant is defined in terms of the muon lifetime τµ as

computed in an effective 4-fermion V −A Fermi theory supplemented by QED interactions:

1

τµ
=

G2
µm

5
µ

192π3
F

(
m2

e

m2
µ

)
(1 +∆q)

(
1 +

3m2
µ

5m2
W

)
, (3.10)

where F (ρ) = 1 − 8ρ + 8ρ3 − ρ4 − 12ρ2 ln ρ = 0.9981295 (for ρ = m2
e/m

2
µ) is the phase

space factor and ∆q = ∆q(1) +∆q(2) = (−4.234 + 0.036) × 10−3 are the QED corrections

computed at one [55] and two loops [56]. The calculation of ∆r̂W requires the subtraction

of the QED corrections, matching the result in the SM with that in the Fermi theory

2We alert the reader that our Πγγ is defined with the e20 coupling extracted, see eqs. (3.1), (3.2); therefore

the O(α) contribution is actually due to two-loop diagrams.
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The best available prediction includes 
the full 2-loop EW result, higher-order QCD corrections, resummation of reducible terms

G.Degrassi, P.Gambino, P.Giardino, arXiv:1411.7040
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Figure 8. Two-dimensional 68% (dark) and 95% (light) probability contours for V and f (from
darker to lighter), obtained from the fit to the Higgs-boson signal strengths and the EWPO.

Result 95% Prob. Correlation Matrix

W 1.00± 0.05 [0.89, 1.10] 1.00

Z 1.07± 0.11 [0.85, 1.27] �0.17 1.00

f 1.01± 0.11 [0.80, 1.22] 0.41 �0.14 1.00

Table 13. SM-like solution in the fit of W , Z , and f to the Higgs-boson signal strengths.

with custodial symmetry. We notice that theoretical predictions are symmetric under

the exchanges {W , f} $ {�W , �f} and/or Z $ �Z , where Z can flip the

sign independent of W , since the interference between the W and Z contributions to the

vector-boson fusion cross section is negligible. Hence we have considered only the parameter

space where both W and Z are positive. In this case, we ignore EWPO in the fit, since

setting W 6= Z generates power divergences in the oblique corrections, indicating that the

detailed information on the UV theory is necessary for calculating the oblique corrections.

We also consider the case in which we only lift fermion universality and introduce

di↵erent rescaling factors for charged leptons (`), up-type quarks (u), and down-type

quarks (d), while keeping a unique parameter V for both HV V couplings. In this case,

from the Higgs-boson signal strengths we obtain the constraints on the scale factors pre-

sented in table 14 and in the top plots of figure 10. By adding the EWPO to the fit, the

constraints become stronger, as shown in table 15 and in the bottom plots of figure 10.

In this case, the Higgs-boson signal strengths are approximately symmetric under the ex-

changes ` $ �`, d $ �d and/or {V , u} $ {�V , �u}. These approximate

symmetries follow from the small e↵ect of the interference between tau and/or bottom-

quark loops with top-quark/W loops in the Higgs-boson decay into two photons, as well

as the relatively small interference between bottom- and top-quark loops in gluon-fusion,

for |V,u,d,`| ⇠ 1. Moreover, we find that negative values of u are disfavoured in the fit.

Hence, in figure 10 we consider only the parameter space where all ’s are positive. Again,
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Figure 1: (Left) 68%, 95%, and 99% probability contours for the S and T parameters. (Center) 68% and
95% probability contours for S and T fixing U = 0, together with the individual constraints from MW , the
asymmetry parameters sin2 q lept

eff , P
pol
t , A f , and A

0, f
FB with f = `,c,b, and GZ . (Right) Expected sensitivities to

S, T, U at future colliders. Different shades of the same colour correspond to results including or neglecting
the future theoretical uncertainties.

the future SM theoretical uncertainties would still be a limiting factor, reducing the sensitivity to
S, T, U in some cases by up to a factor of 2.

Result Correlation Matrix

S 0.09±0.10 1.00
T 0.10±0.12 0.86 1.00
U 0.01±0.09 �0.54 �0.81 1.00

Table 2: Results of the fit for the oblique parameters
S, T , and U .

Result Correlation Matrix

S 0.10±0.08 1.00
T 0.12±0.07 0.86 1.00

Table 3: Results of the fit for the oblique pa-
rameters S and T , fixing U = 0.

Motivated by the �2.6 s discrepancy in A
0,b
FB, it is interesting to consider the possibility that

the leading NP effects in EWPO manifest in extra contributions to the Zb̄b couplings,

g
b

a
= g

b SM
a

+dg
b

a
, a = L,R or V,A. (3.1)

The results of the fit to EWPD provide four solutions for dg
b

a
, but two of them are disfavored by the

heavy flavour LEP2 data. The two surviving solutions are characterized by a relatively small dg
b

L
,

due to the Rb constraints, and a sizable contribution to dg
b

R
, needed to solve the A

0,b
FB anomaly. In

Tables 4 and 5 and Fig. 2 we show the results for the solution that is closer to the SM. While current
data is barely consistent with the SM at 95% probability, the order of magnitude improvement at
the FCCee or CepC —also shown in Fig. 2— would allow to confirm whether the A

0,b
FB is a probe

of NP or simply an outlier.
Next we study the EWPD constraints on NP models whose leading observable effects appear

in modifications of the Higgs couplings (see, e.g., Ref. [6]). Assuming the new dynamics respects
custodial symmetry, the deviations in the Higgs to vector boson couplings can be parameterized by
a single scale factor kV (kV = 1 in the SM). This induces the leading effects in EWPO, in the form
of logarithmic contributions to the S and T parameters [7]. From the fit results in the left panel of
Fig. 3,

kV = 1.02±0.02, and kV 2 [0.98, 1.07] at 95% probability. (3.2)
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Figure 2: (Left) 68%, 95%, and 99% probability contours for the dg
b

V
, dg

b

A
couplings. (Center) 68%

and 95% probability contours for dg
b

R
, dg

b

L
, together with the constraints from R

0
b
, A

0
FB

and Ab. (Right)
Expected sensitivities to dg

b

R
, dg

b

L
at future colliders. Different shades of the same colour correspond to

results including or neglecting the future theoretical uncertainties.

Result Correlation Matrix

dg
b

R
0.016±0.006 1.00

dg
b

L
0.002±0.001 0.90 1.00

Table 4: Results of the fit for the shifts in the left-
handed and right-handed Zbb̄ couplings.

Result Correlation Matrix

dg
b

V
0.018±0.007 1.00

dg
b

A
�0.013±0.005 �0.98 1.00

Table 5: Results of the fit for the shifts in the vector
and axial-vector Zbb̄ couplings.
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Figure 3: (Left) 1D probability distribution for kV derived from EWPD. (Center) Comparison of the 68%
and 95% probability contours for rescaled Higgs couplings to fermions (k f ) and vector bosons (kV ), from
EWPO and Higgs signal strengths (see [1] for details). (Right) Expected sensitivities to kV at future collid-
ers. Different shades of the same colour correspond to results including or neglecting the future theoretical
uncertainties.

We also find a preference for kV > 1, with 90% of probability. This imposes significant constraints
on composite Higgs models, which generate values of kV < 1, unless extra contributions to the
oblique parameters are present. It is noteworthy that, as can be seen in the central panel of Fig. 3,
the EWPO constraints still dominate the LHC run 1 bounds from Higgs signal strengths [1].

Finally, we consider the general parametrization of NP effects using the SM effective field
theory up to dimension 6. Assuming that the fields and symmetries of nature at energies below
a given cutoff L are those of the SM, the most general Lorentz and SM gauge invariant theory

4

A precise measurement of  and  constrains 
several dim-6 operators contributing to Higgs and gauge interaction vertices.
Today still one of the strongest constraints
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Λ: Cut-off of the EFT
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EFT: E↵ects suppressed by �

q

⇤

�d�4

q = v, E < ⇤

1 Expected precision for EWPO at FCC-ee

Observable Expected uncertainty (Relative uncertainty)

MZ [GeV] 10
�4

(10
�6

)

�Z [GeV] 10
�4

(4 ⇥ 10
�5

)

�
0
had [nb] 5⇥10

�3
(10

�4
)

Re 0.006 (3 ⇥ 10
�4

)

Rµ 0.001 (5 ⇥ 10
�4

)

R⌧ 0.002 (10
�4

)

Rb 0.00006 (3 ⇥ 10
�4

)

Rc 0.00026 (15 ⇥ 10
�4

)

Table 1: Expected sensitivities to Z-lineshape parameters and normalized partial decay widths.
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Effects  
suppressed by

Truncate at d=6: 59 types of operators (2499 counting flavor) 
W. Buchmüller, D. Wyler, Nucl. Phys. B268 (1986) 621
C. Arzt, M.B. Einhorn, J. Wudka, Nucl. Phys. B433 (1995) 41 
B.Grzadkowski, M.Iskrynski, M.Misiak, J.Rosiek, JHEP 1010 (2010) 085

First complete basis, aka Warsaw basis

February 18, 2018

EFT analyses with FCC precision

J. de Blasa†

aINFN, Sezione di Roma, Piazzale A. Moro 2, I-00185 Rome, Italy

Abstract

Materials for the talk presented at the FCC physics meeting on Feb. 19 2018.

1 EFT

E↵ects of EFT interactions suppressed by

�
q

⇤

�d�4

q = v, E < ⇤

M
2
Z

(1TeV)2
⇠ 0.8%

M
4
Z

(1TeV)4
⇠ 0.007%

†E-mail: Jorge.DeBlasMateo@roma1.infn.it

1

Jorge de Blas 
INFN - University of Padova

FCC Week 2018 
Amsterdam, April 11, 2018

The dimension-6 SMEFT

• The dimension 6 SMEFT: 

• LO new physics effects “start” at dimension 6  

• With current precision, and assuming Λ~TeV, sensitivity to d>6 is small

Power counting: EFT expansion in canonical dimension of operators
Particles and symmetries of the low-energy theory: SM
Assumes new physics is heavy + decoupling

de Blas et al, arXiv:1608.01509
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Combined QCD-EW simulation tools:  impact of QED-FSR on MW
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36 37 38 39 40 41 42 43 44
-0.08

-0.06

-0.04

-0.02

0

pp ! W
+,

p
s = 14 TeV MW shifts (MeV)

Templates accuracy: LO W
+
! µ

+
⌫ W

+
! e

+
⌫

Pseudo–data accuracy MT p
`

T
MT p

`

T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2

2 Horace FSR-LL -89±1 -97±1 -179±1 -195±1

3 Horace NLO-EW with QED shower -90±1 -94±1 -177±1 -190±2

4 Horace FSR-LL + Pairs -94±1 -102±1 -182±2 -199±1

5 Photos FSR-LL -92±1 -100±2 -182±1 -199±2

Table 3. W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radi-
ation, for muons and bare electrons at 14 TeV LHC. The templates are computed at LO without
any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the
table.

determination of the W mass are in practice independent of the nominal c.m. energy. This

feature follows from the fact that these theoretical contributions are driven by logarithmic

terms of the form LQED = ln(ŝ/m2
`
), where m` is the mass of the radiating particle.

Independently of the accelerator energy, the configurations with ŝ ' M
2
W
, theW resonance,

dominate the cross section and the kinematical distributions relevant for the determination

of MW .

Comparing the di↵erent lines of table 3, it can be noticed that:

• 1 vs. 2: the contribution due to multiple photon emission, beyond O(↵), dominated

by two-photon radiation terms, amounts to some MeV for muons and to about 20

- 30 MeV for bare electrons, because of the very di↵erent impact of lepton-mass

dependent collinear logarithms LQED. This is in agreement with previous studies

at Tevatron energies, where the contribution of multiple FSR is taken into account

using Photos.

• 2 vs. 3: the contribution of non-logarithmic NLO EW corrections is a small e↵ect,

at a few MeV level, for both muons and electrons, and independent of the considered

observable. This result emphasizes the dominant rôle played by QED FSR at LL

level within the full set of NLO EW corrections.

• 2 vs. 4: the O(↵2) contribution due to lepton-pair radiation induces a shift of MW

of about 5±1 MeV for muons and 3±1 MeV for electrons, when considering the fits

to the transverse mass distribution. It is a not negligible e↵ect given the present

accuracy of the measurement at the Tevatron, where it is presently treated as a

contribution to the QED uncertainty, because the Photos version included in the

Tevatron analyses did not simulate pair radiation‡‡. For W decays into muons, the

shift is of the same order of the one induced by multiple photon emission, whereas

‡‡
At present a version of Photos including the e↵ects of light-pair radiation is available, as described in

ref. [79].

– 28 –

of muons; for recombined electrons the shifts are of the size of ⇠ 1 ± 2 MeV and

⇠ 1± 4 MeV for MT and p
l

T
, respectively.

These results show that a QED-LL approach without matching is more accurate,

at the level of precision required for the MW determination, when QED FSR is

simulated with Photos (line 2). The small di↵erence between the shifts obtained

with Photos with and without matching with the NLO EW results can also be

understood from figure 8, where the relative impact of the EW e↵ects in the two

cases is almost identical.

These comparisons can be considered as a measure of the accuracy inherent in the use

of a generator given by a tandem of tools like ResBos+Photos (like in the present

Tevatron measurements) in the sector of mixed QCD-EW corrections.

The assessment of the uncertainty for the Tevatron as explained in the third item

above, is, in our opinion, one of the most important and original aspects of our study.

6.4.3 Results for the LHC

In this section we present the results for a similar analysis to the one addressed in Sec-

tion 6.4.2, but under LHC conditions. The details of the event selection are shown in

table 11, and the corresponding mass shifts in table 12.

Process pp ! W
+
! µ

+
⌫,

p
s = 14 TeV

PDF MSTW2008 NLO

Event selection |⌘
`
| < 2.5, p`

T
> 20 GeV, p

⌫

T
> 20 GeV, p

W

T
< 30 GeV

Table 11. Event selection used for the study of QED and mixed QCD-EW e↵ects at LHC.

pp ! W
+,

p
s = 14 TeV MW shifts (MeV)

Templates accuracy: NLO-QCD+QCDPS W
+
! µ

+
⌫ W

+
! e

+
⌫(dres)

Pseudodata accuracy QED FSR MT p
`
T MT p

`
T

1 NLO-QCD+(QCD+QED)PS Pythia -95.2±0.6 -400±3 -38.0±0.6 -149±2

2 NLO-QCD+(QCD+QED)PS Photos -88.0±0.6 -368±2 -38.4±0.6 -150±3

3 NLO-(QCD+EW)+(QCD+QED)PStwo-rad Pythia -89.0±0.6 -371±3 -38.8±0.6 -157±3

4 NLO-(QCD+EW)+(QCD+QED)PStwo-rad Photos -88.6±0.6 -370±3 -39.2±0.6 -159±2

Table 12. W mass determination for muons and dressed electrons at the LHC 14 TeV in the
case of W+ production. MW shifts (in MeV) due to multiple QED FSR and mixed QCD-EW
corrections, computed with Pythia-qed and Photos as tools for the simulation of QED FSR
e↵ects. Pythia-qed and Photos have been interfaced to Powheg-v2 with only QCD corrections
(lines 1 and 2) or matched to Powheg-v2 two-rad with NLO (QCD+EW) accuracy (lines 3 and
4). The templates have been computed with Powheg-v2 with only QCD corrections. The results
are based on MC samples with 4⇥108 events.

Similar remarks on the comparison between Pythia-qed and Photos, as well as on

mixed QCD-EW corrections, apply in this case. However, further considerations can be

– 35 –

the impact on MW of the mixed QCD QED-FSR corrections
strongly depends on the underlying QCD shape/model

given that the bulk of the corrections is included in the analyses
   • what is the associated uncertainty ?
   • what happens if we change the underlying QCD model ?

can we constrain the formulation, for the  contribution ?
an exact NNLO QCD-EW calculation, 
matched with QCD and QED Parton Shower
could push the ambiguities one order higher

ααs

C.Carloni Calame, M.Chiesa, H.Martinez, G.Montagna, O.Nicrosini, F.Piccinini, AV, arXiv:1612.02841 
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A few comments on the MW determination at hadron colliders

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                                                                            Pavia, May 26th 2022

The determination of  requires the calculation of templates for the shapes of   ,  and    distr.   as a function of  

Within the Standard Model, the shape depends on several factors:

QCD ISR, QED FSR, PDF choice, matching algorithms in QCD, QED and mixed, EW effects, at least…

In the  studies, the available perturbative results are not yet sufficient to describe the data

The excellent knowledge of the  spectrum is then used to build a QCD-based model “reading from the data” the missing QCD 
higher orders.

This reweighing factor is corrected for the differences between Z and W, relying on theoretical results.    

The corrected reweighing is applied in the calculation of the templates for the CC-DY process.

What can we quantitatively say about the theoretical uncertainties ?

classification of purely EW corrections and estimate of the missing higher orders is a quite robust procedure

the estimate of the size of the mixed QCD-QED corrections is possible, for a given QCD model

the QCD-based model tuned on the data has very reduced uncertainties,  by construction 

mW pl
⊥ M⊥ Emiss

⊥ mW

mW

pZ
⊥

pW,′ exp′ 

⊥ = pZ,exp
⊥

pW,th
⊥

pZ,th
⊥
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Improved prediction of the ptZ distribution: combining 5FS and 4FS
·the prediction of the ptZ distribution, inclusive over radiation, is split into two contributions
   with and without B hadrons in the final state

·we rely on the 5FS for the contributions without  B hadrons   (light quarks ~ massless partons)
                         4FS for the contributions with       B hadrons  (exact massive kinematics +NLOPS acc.)
   and we combine the two results

38

·need to compare with analytical resummation in SCET, where a systematic handling of all
   large logarithmic corrections, at each ptZ value, is implemented
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·the prediction of the ptZ distribution, inclusive over radiation, is split into two contributions
   with and without B hadrons in the final state

·we rely on the 5FS for the contributions without  B hadrons   (light quarks ~ massless partons)
                         4FS for the contributions with       B hadrons  (exact massive kinematics +NLOPS acc.)
   and we combine the two results

38

·in the 5FS B hadrons are generated by the QCD PS with two mechanisms:
            i) presence of a bottom quark in the initial state (b bbar  and bg initiated subprocesses)
            ii) gluon splitting into b bbar
  → the contribution without B hadrons is computed in the 5FS 
       imposing a veto on the presence of B hadrons  in the event analysis

·the contribution with B hadrons is computed in the 4FS 
   by definition the process pp→e⁺e⁻b bbar   contains   bottom quarks in the final state
   additional b bbar pairs may be produced by gluon splitting

·need to compare with analytical resummation in SCET, where a systematic handling of all
   large logarithmic corrections, at each ptZ value, is implemented
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Improved prediction of the ptZ distribution: combining 5FS and 4FS

accurate calculation, all the corrections of O(↵s G2
µ) to the partonic cross section are eval-

uated exactly, so that the corrections involving the bottom quark are of O(↵3
s G2

µ) but are

accurate only in the collinear limit. In Figure 15 we show, with NLO+PS accuracy, in black

dashed the complete pZ
? distribution in the 5FS and in red dashed the contribution given by

the subprocesses initiated by at least one bottom PDF. The size of the latter is consistent

with the overall contribution of O(4%) to the total cross section. After the matching of

exact NLO matrix elements with a QCD-PS that simulates parton radiation to all orders,

we have to consider the possibility that the emitted gluons split into bb̄ pairs which appear

as final state hard partons; such terms are of O(↵2
s G2

µ) (when the initial state contains

only valence light quarks) or higher. It is not possible to make a distinction between initial

and final state bottom contribution; we are thus lead to define the bottom contribution to

DY in the 5FS as the one given by all the events that contain at least one B hadron in

the final state (generated in the hadronization phase of the PYTHIA8 QCD-PS). We recall

that in the 5FS the cross section is evaluated with strong coupling constant running with

5 active flavors, inducing a bottom contribution also in the subprocesses initiated by light

quarks and gluons; the latter are not tagged by the B hadron selection.

In the 4FS, the bottom quark in the proton is by definition absent; lepton-pair produc-

tion in association with a bb̄ pair starts at O(↵2
sG

2
µ), with strong coupling constant running

with 4 active flavors. This LO cross section is exact in the description of the kinematics

of the massive bb̄ pair. In a NLO-QCD accurate calculations, also terms of O(↵3
sG

2
µ) are

exactly included. In this scheme, heavy quarks contributions to the ↵s running are decou-

pled and included in the renormalization condition. After matching with a QCD Parton

Shower, additional bb̄ pairs might be created, although with suppressed rate, starting from

O(↵4
sG

2
µ). In Figure 15 we show in green dotted the pZ

? distribution in the 4FS inclusive

over the b-quarks, at NLO-QCD, while in blue and in black solid we present the results

with NLO+PS accuracy, for two di↵erent choices of the shower scale. The sizeable impact

of the matching with a QCD-PS can be appreciated at glance.

3.2 Merging 4FS and 5FS results: bottom quark e↵ects on the pZ
? distribution

As discussed in Section 3.1, the improvement over the plain 5FS description can be obtained

by the subtraction of the bottom-related contributions and their replacement with the 4FS

results.

We define two physical distributions, namely the production of a lepton pair strictly

without B hadrons (our B-vetoed 5FS calculation, that we label 5FS-Bveto ) and the

production of a lepton-pair accompanied by at least one B hadron (our 4FS results), which

are complementary with respect to the additional particles beside the lepton pair. The

orthogonality of the two quantities allows us to take their sum and to consider it as our best

prediction for any DY observable, in particular for the lepton-pair transverse momentum

distribution, with respect to the treatment of the bottom quark e↵ects.

d�best

dpl
+l�
?

=
d�5FS�Bveto

dpl
+l�
?

+
d�4FS

dpl
+l�
?

(3.1)
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·the prediction of the ptZ distribution, inclusive over radiation, is split into two contributions
   with and without B hadrons in the final state

·we rely on the 5FS for the contributions without  B hadrons   (light quarks ~ massless partons)
                         4FS for the contributions with       B hadrons  (exact massive kinematics +NLOPS acc.)
   and we combine the two results

38

·in the 5FS B hadrons are generated by the QCD PS with two mechanisms:
            i) presence of a bottom quark in the initial state (b bbar  and bg initiated subprocesses)
            ii) gluon splitting into b bbar
  → the contribution without B hadrons is computed in the 5FS 
       imposing a veto on the presence of B hadrons  in the event analysis

·the contribution with B hadrons is computed in the 4FS 
   by definition the process pp→e⁺e⁻b bbar   contains   bottom quarks in the final state
   additional b bbar pairs may be produced by gluon splitting

·need to compare with analytical resummation in SCET, where a systematic handling of all
   large logarithmic corrections, at each ptZ value, is implemented
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Impact on CC-DY of the improvements in the ptZ description

Assumptions:
·it is possible in the 5FS to tune the QCD-PS to perfectly reproduce the experimental data   (tune1)

·it is possible also in the improved approximation
                                     to tune the QCD-PS to perfectly reproduce the experimental data   (tune2)

·𝓡(p⊥) expresses the difference of the predictions obtained in the best partonic approximation

   convoluted respectively with tune1 and tune2

·we use 𝓡(p⊥) to reweigh the CC-DY events according to their ptW value

39

gauge boson transverse momentum distribution, irrespective of the boson, W or Z, as a

function only of the transverse momentum value.

If tune1 and tune2 provide the same exact description of the shape of the data in the

fiducial region fid defined by the acceptance cuts, we can write

1

�exp
fid

d�exp

dpl
+l�
?

=
1

�5FS
fid

d�5FS

dpl
+l�
?

�����
tune1

=
1

�best
fid

d�best

dpl
+l�
?

�����
tune2

= R(pl
+l�
? )

1

�5FS
fid

d�5FS

dpl
+l�
?

�����
tune2

.

(4.1)

where the last equality follows from equation 3.2 and we use the labels (exp, 5FS, best)

to indicate the experimental data, the plain 5FS massless simulation and our improved

predictions. From these equalities we read that the function R expresses the di↵erence in

the predictions of the shapes computed with the same 5FS massless partonic cross section,

using tune1 or tune2.

1

�5FS
fid

d�5FS

dpl
+l�
?

�����
tune2

=
1

R(pl
+l�
? )

1

�5FS
fid

d�5FS

dpl
+l�
?

�����
tune1

. (4.2)

In summary, the function R represents the impact of the improved perturbative treatment

of bottom quark e↵ects; alternatively, if these e↵ects can be perfectly absorbed in a QCD-

PS tune, it describes the di↵erence of the predictions obtained in the plain 5FS, using

either the plain 5FS tune or the tune derived from the improved partonic cross section.

In our study, we would like to simulate CC-DY using tune2, i.e. with a Parton Shower

that has been tuned to account for the bottom-quark e↵ects, and compare these predictions

with the standard ones based on tune1. Since tune2 is not yet available, we can mimic the

CC-DY results corresponding to this tune in the following way: we work with the plain 5FS

code interfaced to a tune1 QCD-PS and we reweigh by
�
1/R(pl⌫?)

�
each event according

to its lepton-pair transverse momentum pl⌫? . This last combination allows to assess the

impact in the CC-DY simulation of an improved treatment of the bottom quark e↵ects

in the NC-DY fit. The reweighting of pl⌫? then propagates to all the other single-lepton

observables used in the mW determination and leads eventually to a shift in the measured

mW value.

4.2 Template-fit determination of mW

The procedure of template fit to a distribution of experimental data consists in the compar-

ison with the data of several theoretical distributions, (templates), obtained varying the fit

parameter, in our example mW . The template that maximizes the agreement with the data

selects the preferred, i.e. the measured value of the fit parameter. In the present study we

do not directly compare the theoretical distributions with the data. We choose one set of

input parameters as reference and prepare the templates accordingly, letting mW vary in

a given range. We then simulate the distribution with a second set of inputs, keeping mW

at a fixed nominal value mW0. We fit this distribution, that we call pseudodata, with the

templates based on the first set of inputs. The preferred value mW ,j is in general di↵erent

than mW0, because the fitting procedure tries to accomodate the distortion induced by

the second set of inputs with a shift of mW . The di↵erence mW ,j �mW0 is an estimate of
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gauge boson transverse momentum distribution, irrespective of the boson, W or Z, as a

function only of the transverse momentum value.

If tune1 and tune2 provide the same exact description of the shape of the data in the

fiducial region fid defined by the acceptance cuts, we can write
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where the last equality follows from equation 3.2 and we use the labels (exp, 5FS, best)

to indicate the experimental data, the plain 5FS massless simulation and our improved

predictions. From these equalities we read that the function R expresses the di↵erence in

the predictions of the shapes computed with the same 5FS massless partonic cross section,

using tune1 or tune2.
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In summary, the function R represents the impact of the improved perturbative treatment

of bottom quark e↵ects; alternatively, if these e↵ects can be perfectly absorbed in a QCD-

PS tune, it describes the di↵erence of the predictions obtained in the plain 5FS, using

either the plain 5FS tune or the tune derived from the improved partonic cross section.

In our study, we would like to simulate CC-DY using tune2, i.e. with a Parton Shower

that has been tuned to account for the bottom-quark e↵ects, and compare these predictions

with the standard ones based on tune1. Since tune2 is not yet available, we can mimic the

CC-DY results corresponding to this tune in the following way: we work with the plain 5FS

code interfaced to a tune1 QCD-PS and we reweigh by
�
1/R(pl⌫?)

�
each event according

to its lepton-pair transverse momentum pl⌫? . This last combination allows to assess the

impact in the CC-DY simulation of an improved treatment of the bottom quark e↵ects

in the NC-DY fit. The reweighting of pl⌫? then propagates to all the other single-lepton

observables used in the mW determination and leads eventually to a shift in the measured

mW value.

4.2 Template-fit determination of mW

The procedure of template fit to a distribution of experimental data consists in the compar-

ison with the data of several theoretical distributions, (templates), obtained varying the fit

parameter, in our example mW . The template that maximizes the agreement with the data

selects the preferred, i.e. the measured value of the fit parameter. In the present study we

do not directly compare the theoretical distributions with the data. We choose one set of

input parameters as reference and prepare the templates accordingly, letting mW vary in

a given range. We then simulate the distribution with a second set of inputs, keeping mW

at a fixed nominal value mW0. We fit this distribution, that we call pseudodata, with the

templates based on the first set of inputs. The preferred value mW ,j is in general di↵erent

than mW0, because the fitting procedure tries to accomodate the distortion induced by

the second set of inputs with a shift of mW . The di↵erence mW ,j �mW0 is an estimate of
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QED induced  W(Z) transverse momentum

 Z  FSR-PS     0.409     GeV     
 Z  best         0.463     GeV
 W  FSR-PS    0.174     GeV
 W  best        0.207     GeV
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QED contribution to the PTV spectra is O(1%) of the QCD component

Differences between W and Z because of flavour structure

Bulk of the contribution due to QED-FSR, 
but
matching with full NLO-EW adds more contributions, 
again different between W and Z

Estimate of the “non-final state” component different in the 2 cases 
Δ<p⊥V> = 54 (Z) - 33 (W) = 21 MeV
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