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The 3D structure of the proton 

and its impact on 


high-energy precision measurements



A neither complete  
nor exhaustive  

review of something
giuseppe bozzi 

(with the invaluable help of  
Valerio Bertone and Miguel Echevarria)



Disclaimer

Just a few slides to stimulate discussion and try to anticipate 
possible future steps for our benchmark 

Kind of bird-eye view of different formalisms, without many 
technical details and with some “dictionary” included  

Please forgive and point out any omission/mistake/inaccuracy: 
slides are meant to be continuously (even real-time!) updated
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two non-physical scales for renormalisation of UV ( ) and rapidity ( ) divergencesμ ν

 arises from distinguishing soft modes from collinear modes (connected by 
Lorentz boost), just as  arises from distinguishing different virtualities
ν

μ

each function has its own RG evolution:  leading to 

resummed predictions and customary formula (next slide)

d ln X
d ln μ

= ΓX with X = B, H, S

(DY)
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RG evolution
You 
Are 
Here

1st order OPE  
for TMD operator/ 
Collinear emissions 
(“matching”/“Wilson”/ 
“collinear”/“boundary”)

necessary input:  
RG evol. eq. needs initial condition  
(to be determined from data)

(“Sudakov”: soft emissions 
contains “cusp”/“A"  
and “non-cusp”/“B”  
anomalous dimensions)
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parton-shower based: evolution equation with Sudakov 
factor denoting probability of no-(resolvable)branching

difference w.r.t. customary parton-shower: forward 
evolution (from hadron scale to hard scale) instead of 
backward evolution 

angular-ordered emissions from initial parton —> non-
ordered emissions give subleading logs

possible to prove formal equivalence with b-space formalism 
at various accuracies
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lepton cuts



Impact on precision measurements at the LHC:

the W mass case

in collaboration with:

A.Bacchetta (Pavia), M. Radici (Pavia), A. Signori (Argonne)


arXiv:1807.02101 - Phys.Lett. B788 (2019) 542-545
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The W mass
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Figure 28: The measured value of mW is compared to other published results, including measurements from the
LEP experiments ALEPH, DELPHI, L3 and OPAL [25–28], and from the Tevatron collider experiments CDF and
D0 [22, 23]. The vertical bands show the statistical and total uncertainties of the ATLAS measurement, and the
horizontal bands and lines show the statistical and total uncertainties of the other published results. Measured values
of mW for positively- and negatively-charged W bosons are also shown.

The W -boson mass measurement is compatible with the current world average of mW = 80385 ±
15 MeV [29], and similar in precision to the currently leading measurements performed by the CDF
and D0 collaborations [22, 23]. An overview of the di�erent mW measurements is shown in Figure 28.
The compatibility of the measured value of mW in the context of the global electroweak fit is illustrated
in Figures 29 and 30. Figure 29 compares the present measurement with earlier results, and with the
SM prediction updated with regards to Ref. [16] using recent measurements of the top-quark and Higgs
boson masses, mt = 172.84 ± 0.70 GeV [110] and mH = 125.09 ± 0.24 GeV [111]. This update gives
a numerical value for the SM prediction of mW = 80356 ± 8 MeV. The corresponding two-dimensional
68% and 95% confidence limits for mW and mt are shown in Figure 30, and compared to the present
measurement of mW and the average of the top-quark mass determinations performed by ATLAS [110].

The determination of the W -boson mass from the global fit of the electroweak parameters has an uncertainty
of 8 MeV, which sets a natural target for the precision of the experimental measurement of the mass of
the W boson. The modelling uncertainties, which currently dominate the overall uncertainty on the mW

measurement presented in this note, need to be reduced in order to fully exploit the larger data samples
available at centre-of-mass energies of 8 and 13 TeV. A better knowledge of the PDFs, as achievable with
the inclusion in PDF fits of recent precise measurements of W - and Z-boson rapidity cross sections with
the ATLAS detector [41], and improved QCD and electroweak predictions for Drell-Yan production, are
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1. generate several histograms with highest available theoretical accuracy and best 

possible detector simulation, and let the fit parameter (e.g. Mw) vary in a range
2. the histogram that best describes data selects the preferred (i.e. measured) Mw 
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We study at a quantitative level the impact of the uncertainties on the value of the W boson mass

measured at hadron colliders due to: i) the proton parton distribution functions (PDFs), ii) the value of the

strong coupling constant !s and iii) the value of the charm mass used in the PDF determination. The value

of the W boson mass is extracted, by means of a template fit technique, from the lepton-pair transverse

mass distribution measured in the charged current Drell-Yan process. We study the determination ofmW at

the Tevatron and at the LHC with 7 and 14 TeVof center-of-mass energy in a realistic experimental setup.

The analysis has been done at the Born level using the event generator HORACE and at NLO-QCD using

the event generators DYNNLO and RESBOS. We consider the three global PDF sets, CTEQ6.6, MSTW2008, and

NNPDF2.1. We estimate that the total PDF uncertainty on mW is below 10 MeV both at the Tevatron and at

the LHC for all energies and final states. We conclude that PDF uncertainties do not challenge a

measurement of the W boson mass at the level of 10 MeV accuracy.
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I. INTRODUCTION

The measurement of theW boson mass represents a very
important test of the standard model and of its extensions,
like e.g. the minimal supersymmetric standard model, and
provides indirect bounds on the mass of the Higgs boson
[1–3]. This measurement has reached a very high level of
accuracy: the current world average is mW ¼ 80:398"
0:023 GeV [4] and the best single experiment measure-
ments have been obtained by D0 [5] and CDF [6,7] at the
Fermilab Tevatron with mW ¼ 80:401" 0:043 GeV and
mW ¼ 80:413" 0:048 GeV respectively. The prospects
for the combined measurements at the end of the
Tevatron run, with 4 fb#1 of total collected luminosity,
are of a final error of roughly 15 MeV [8]. The prospects
for the measurement at the CERN LHC are at
the level of 15 MeV, or even 10 MeV [9,10]. At this level
of accuracy, it becomes necessary to quantify in detail the
various sources of theoretical uncertainties that contribute
to the final systematic error.

The mass of theW boson is measured at hadron colliders
in the charged current Drell-Yan (DY) process by studying
the charged lepton transverse momentum pl

t distribution,
the missing transverse momentum p"

t distribution, or the
lepton pair transverse mass distribution, defined as

MW
? ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pl

tp
"
t ð1# cosð#l ##"ÞÞ

q
; (1)

where the neutrino four-momentum p"
t and angle #" are

inferred from the transverse momentum imbalance in the
event. The mass of the W boson is obtained by fitting the

experimental distributions with the corresponding theoreti-
cal predictions, where mW is kept as a free parameter.
A measurement of mW at the 10 MeV level is not only a

very ambitious goal from the experimental side, but it is
also very challenging from the theoretical point of view due
to the careful modelling of the production mechanism that
is required. We can illustrate these difficulties with the
following example. It is known that the result of a fit of
mW to a given theory template is very sensitive to the shape
of the distributions. In Fig. 1, we consider two transverse
mass distributions at the Born level obtained with two
values ofmW which differ by 10 MeV. If one takes the ratio
bin by bin of the histograms, one sees that a small shift of
10 MeV in mW induces a non trivial distortion of the shape
at the permille level. Therefore, if we aim at measuringmW

at the 10–20 MeV level, we should, from the theoretical
side, have the control on all the perturbative and nonpertur-
bative corrections which can change the shape of the rele-
vant kinematic distributions at this level of precision.
On the other hand, the total integrated cross section is

not significantly affected by changing mW . As shown in
Table I, a shift by 10 MeV of mW yields a change of the
cross section at the 0.04% level. Thus, it is important to
disentangle the normalization effects, which are very
weakly related to the precise value of mW , from the effects
that modify instead the shape of the distributions, which
have a larger impact on the measurement of mW .
The Drell-Yan cross section is given by the convolution

of the parton distribution functions (PDFs) of the two
incoming hadrons with the partonic cross section. The
crucial role of QCD corrections to the partonic processes
has been widely discussed in the literature [11,12]. The
very important role of the Oð!Þ EW corrections in the
precision study of the charged current DY process is also
well known (for a complete list of references, see [13]). It
is the aim of the present paper to study three different
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† Juan.Rojo@mi.infn.it
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The measurement of theW boson mass represents a very
important test of the standard model and of its extensions,
like e.g. the minimal supersymmetric standard model, and
provides indirect bounds on the mass of the Higgs boson
[1–3]. This measurement has reached a very high level of
accuracy: the current world average is mW ¼ 80:398"
0:023 GeV [4] and the best single experiment measure-
ments have been obtained by D0 [5] and CDF [6,7] at the
Fermilab Tevatron with mW ¼ 80:401" 0:043 GeV and
mW ¼ 80:413" 0:048 GeV respectively. The prospects
for the combined measurements at the end of the
Tevatron run, with 4 fb#1 of total collected luminosity,
are of a final error of roughly 15 MeV [8]. The prospects
for the measurement at the CERN LHC are at
the level of 15 MeV, or even 10 MeV [9,10]. At this level
of accuracy, it becomes necessary to quantify in detail the
various sources of theoretical uncertainties that contribute
to the final systematic error.

The mass of theW boson is measured at hadron colliders
in the charged current Drell-Yan (DY) process by studying
the charged lepton transverse momentum pl

t distribution,
the missing transverse momentum p"

t distribution, or the
lepton pair transverse mass distribution, defined as
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inferred from the transverse momentum imbalance in the
event. The mass of the W boson is obtained by fitting the

experimental distributions with the corresponding theoreti-
cal predictions, where mW is kept as a free parameter.
A measurement of mW at the 10 MeV level is not only a

very ambitious goal from the experimental side, but it is
also very challenging from the theoretical point of view due
to the careful modelling of the production mechanism that
is required. We can illustrate these difficulties with the
following example. It is known that the result of a fit of
mW to a given theory template is very sensitive to the shape
of the distributions. In Fig. 1, we consider two transverse
mass distributions at the Born level obtained with two
values ofmW which differ by 10 MeV. If one takes the ratio
bin by bin of the histograms, one sees that a small shift of
10 MeV in mW induces a non trivial distortion of the shape
at the permille level. Therefore, if we aim at measuringmW

at the 10–20 MeV level, we should, from the theoretical
side, have the control on all the perturbative and nonpertur-
bative corrections which can change the shape of the rele-
vant kinematic distributions at this level of precision.
On the other hand, the total integrated cross section is

not significantly affected by changing mW . As shown in
Table I, a shift by 10 MeV of mW yields a change of the
cross section at the 0.04% level. Thus, it is important to
disentangle the normalization effects, which are very
weakly related to the precise value of mW , from the effects
that modify instead the shape of the distributions, which
have a larger impact on the measurement of mW .
The Drell-Yan cross section is given by the convolution

of the parton distribution functions (PDFs) of the two
incoming hadrons with the partonic cross section. The
crucial role of QCD corrections to the partonic processes
has been widely discussed in the literature [11,12]. The
very important role of the Oð!Þ EW corrections in the
precision study of the charged current DY process is also
well known (for a complete list of references, see [13]). It
is the aim of the present paper to study three different
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Template-fit estimate of theoretical uncertainties (ex:PDF)
Carloni Calame, Montagna, Nicrosini, Treccani PRD 69 (2004)


Bozzi, Rojo, Vicini PRD 83 (2011)

Bozzi, Citelli, Vicini PRD 91 (2015)


Bozzi, Citelli, Vesterinen, Vicini EPJC 75 (2015)



• pseudodata with different PDF sets: low-statistics (100M) and fixed MW0
• templates with a reference PDF set (CTEQ6.6): high-statistics (1B) and different MW
• same code used to generate both pseudodata and templates → only effect probed is the PDF one

Template-fit estimate of theoretical uncertainties (ex:PDF)
Carloni Calame, Montagna, Nicrosini, Treccani PRD 69 (2004)


Bozzi, Rojo, Vicini PRD 83 (2011)

Bozzi, Citelli, Vicini PRD 91 (2015)
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qT

qT ⇠ ⇤QCD qT � QqT ⇠ QqT ⌧ Q

TMD$region

hk2?,uv
i 6= hk2?,dv

i 6= hk2?,seai

hk̂2
?,ai for a = uv, dv, sea. In total, we use five different parameters to describe all TMD

PDFs. Since the present data have a limited coverage in x, we found no need of more
sophisticated choices.

As for TMD FFs, fragmentation processes in which the fragmenting parton is in the
valence content of the detected hadron are usually defined favored. Otherwise the process
is classified as unfavored. The biggest difference between the two classes is the number
of qq̄ pairs excited from the vacuum in order to produce the detected hadron: favored
processes involve the creation of at most one qq̄ pair. If the final hadron is a kaon, we
further distinguish a favored process initiated by a strange quark/antiquark from a favored
process initiated by an up quark/antiquark.

For simplicity, we assume charge conjugation and isospin symmetries. The latter is
often imposed also in the parametrization of collinear FFs [47], but not always [48]. In
practice, we consider four different Gaussian shapes:

⌦
P 2
?,u~⇡+

↵
=

⌦
P 2
?,d̄~⇡+

↵
=

⌦
P 2
?,ū~⇡�

↵
=

⌦
P 2
?,d~⇡�

↵
⌘

⌦
P 2
?,fav

↵
, (2.15)

⌦
P 2
?,u~K+

↵
=

⌦
P 2
?,ū~K�

↵
⌘

⌦
P 2
?,uK

↵
, (2.16)

⌦
P 2
?,s̄~K+

↵
=

⌦
P 2
?,s~K�

↵
⌘

⌦
P 2
?,sK

↵
, (2.17)

⌦
P 2
?,all others

↵
⌘

⌦
P 2
?,unf

↵
. (2.18)

The last assumption is made mainly to keep the number of parameters under control, though
it could be argued that unfavored fragmentation into kaons is different from unfavored
fragmentation into pions.

As for TMD PDFs, also for TMD FFs we introduce a dependence of the average square
transverse momentum on the longitudinal momentum fraction z, as done in several mod-
els or phenomenological extractions (see, e.g., Refs. [15, 28, 41, 49–51]). We choose the
functional form

⌦
P 2
?,a~h

↵
(z) =

⌦
P̂ 2
?,a~h

↵(z� + �) (1 � z)�

(ẑ� + �) (1 � ẑ)�
where

⌦
P̂ 2
?,a~h

↵
⌘

⌦
P 2
?,a~h

↵
(ẑ), and ẑ = 0.5.

(2.19)

The free parameters �, �, and � are equal for all kinds of fragmentation functions. In
conclusion, we use seven different parameters to describe all the TMD FFs.

3 Analysis procedure

3.1 Selection of data

The Hermes collaboration collected a total of 2688 data points (336 points for each of the
8 combination of target and final-state hadrons), with the average values of (x,Q2) ranging
from about (0.04, 1.25 GeV2) to about (0.4, 9.2 GeV2), 0.1  z  0.9, and 0.1 GeV 
|PhT |  1 GeV. The collaboration presented two distinct data sets, including or neglecting
vector meson contributions. Here, we use the data set where the vector meson contributions
have been subtracted. In all cases, we sum in quadrature statistical and systematic errors
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lepton, pT ℓ , the transverse momentum of the neutrino pTν (only
at the Tevatron), and the transverse mass mT of the lepton pair
(where mT =

√
2 pT ℓ pTν (1 − cos(φℓ − φν)), with φℓ,ν being the

azimuthal angles of the lepton and the neutrino, respectively).
In a template-fit procedure, several histograms are generated

with the highest available theoretical accuracy and the best avail-
able description of detector effects, letting the fit parameter (MW ,
in this case) vary in a range: the histogram best describing exper-
imental data selects the measured value for MW . The details of
the theoretical calculations used to compute the templates (choice
of scales, PDFs, perturbative order, resummation of logarithmically
enhanced contributions, nonperturbative effects, . . . ) affect the re-
sult of the fit and define the theoretical systematics [25]. In this
work we focus only on the impact of nonperturbative effects and,
in particular, on those coming from the intrinsic transverse mo-
mentum of the initial-state partons. These effects modify the spec-
trum of the W transverse momentum, qWT , subsequently inducing
a nonnegligible shift in the extracted value of MW .

The three experimental collaborations D0, CDF, and ATLAS

typically fit the Z data to obtain an estimate for the nonpertur-
bative parameters. Then, assuming the parameters to be flavor
independent, they use these estimates to predict the qWT distri-

bution. The uncertainty on MW due to the modelling of qWT via
template fits for the distributions in (mT , pT ℓ, pTν ) are, respec-
tively, δMW = (3,9,4) MeV for CDF [22], δMW = (2,5,2) MeV
for D0 [21] and δMW = (3,3) MeV for ATLAS [23] (the ATLAS

analysis did not include pTν in the template fit).
It is well known that one of the largest sources of error in de-

termining MW comes from the uncertainty in the choice of the
collinear PDFs [26–29]. Nevertheless, one can see that the uncer-
tainty propagating from the qWT spectrum via pT ℓ can be likewise
comparably large (except for ATLAS, because of the narrow range
used for the pT ℓ fit with respect to the mT one). This does not
come as a surprise, since the pT ℓ distribution is extremely sensi-
tive to the modelling of qWT , i.e., the pT ℓ shape gets more distorted
by all-order resummation and nonperturbative contributions than
the mT shape (which, in turn, is dominated by detector resolution).

At present, neither analyses at the Tevatron and at the LHC
included information on the flavor dependence of the intrinsic
transverse momentum of the incoming partons participating in the
hard scattering. Here, it is our aim to study its impact onto the de-
termination of MW in hadronic collisions, taking inspiration from
the phenomenological extraction of the unpolarized TMD PDF from
low-energy data [30].

3. Formalism

The impact of nonperturbative effects in Drell–Yan and Higgs
production has been extensively investigated (see, e.g., [13,18,19,
31–35] for available calculations and fitting codes).

Different implementations of the nonperturbative contributions

have been presented in the literature (see e.g. Refs. [13,19] and ref-

erences therein). In order to take into account possible differences

between the valence and the sea quarks (and among different

flavors in general), a flavor- and kinematic-dependent implemen-

tation of the nonperturbative part of the quark Sudakov exponent

has been suggested in Refs. [30,36]. In the present work, we choose

a Gaussian functional form for the intrinsic transverse momentum

distribution of the unpolarized TMD PDF. Its Fourier-conjugate ex-

pression reads

f aN P
1 (b2T ) ∝ e−gaNP b

2
T , (1)

where gaNP is related to the average intrinsic transverse momen-
tum squared of a parton with flavor a. In general, the latter may

also depend on kinematics, but here we will neglect this depen-
dence.

We implemented the above ansatz in two publicly available
tools for computing Drell–Yan differential cross sections: DYqT [37,
38] and DYRes [37,39]. The DYqT program computes the qT spec-
trum of an electroweak boson V (V = γ ∗,W±, Z ) produced in
hadronic collisions. The calculation combines the pure fixed-order
QCD result up to O(α2

s ) at high qT (qT ∼ MV ) with the re-
summation of the logarithmically-enhanced contributions at small
transverse-momenta (qT ≪ MV ) up to next-to-next-to-leading log-
arithmic (NNLL) accuracy. The rapidity of the vector boson and
the leptonic kinematical variables are integrated over the entire
kinematical range. At the same perturbative accuracy, the DYRes

code also provides the full kinematics of the vector boson and of
its decay products. It thus allows for the application of arbitrary
cuts on the final-state kinematical variables and gives differential
distributions in form of bin histograms, directly comparable to ex-
perimental measurements.

The original codes implement the nonperturbative TMD ef-
fects as a flavor- and kinematic-independent Gaussian exponential

e−gNP b
2
T whose strength is governed by a single parameter gNP

tuned at the electroweak scale. This factor incorporates the non-
perturbative effects from both the TMD PDFs entering the cross
section, including their evolution. In order to mimic a flavor de-
pendence in each partonic intrinsic transverse momentum, we
modify this simple implementation by decomposing gNP into the
sum gaNP + ga

′

NP , where the flavor indices span the range a,a′ =
uv ,us,dv ,ds, s, c,b, g (the subscripts referring to the valence and
sea components, respectively). For each parton with flavor a, the
nonperturbative contribution f aN P

1 of Eq. (1) is included in the
corresponding term in the flavor sum of the TMD factorization for-
mula [3]. In the following, we assume gsNP = gcNP = gbNP = g

g
NP ,

i.e., we assume that in total the intrinsic transverse-momentum
depends on five flavors.

4. Analysis strategy

The phenomenological extraction of Ref. [30] is based on about

1500 data points, however the nonperturbative parameters gaNP

in Eq. (1) are not tightly constrained. A fit to Z/γ ∗ data from

Tevatron produces the value gNP ∼ 0.8 GeV2 for the universal non-

perturbative factor [32]. We recall that this value refers to the

convolution of two TMD PDFs inside the cross section; hence, each

parton should equally contribute with a nonperturbative width of

≈ 0.4 GeV2. When we introduce the corresponding parameter gaNP

for a single TMD PDF with flavor a, we split it as follows:

exp(−gaNPb
2
T ) −→ exp[−[gevo ln(Q 2/Q 2

0 ) + ga]b2T ] , (2)

where the first term in the right hand side is the nonperturbative
correction due the TMD PDF evolution, which is flavor indepen-
dent (but, in principle, different for quarks and gluons), and ga
is the genuine flavor-dependent contribution. Information on gevo
can be deduced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell–Yan and Z -production data (gevo
corresponds to g2/4 in Ref. [13]). At Q = MW and Q 0 = 1 GeV,
we have gevo ln(Q 2/Q 2

0 ) ≈ 0.3 GeV2. In order to account for the
uncertainties affecting the determination of gevo , we choose to
consider the interval [0.2,0.6] GeV2 as a reasonable range and we
vary ga in Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed range for the
considered five flavors. We build 50 sets of flavor-dependent pa-
rameters together with a flavor-independent set where all the pa-
rameters are put equal to the central value of the variation range,
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hk̂2
?,ai for a = uv, dv, sea. In total, we use five different parameters to describe all TMD

PDFs. Since the present data have a limited coverage in x, we found no need of more
sophisticated choices.

As for TMD FFs, fragmentation processes in which the fragmenting parton is in the
valence content of the detected hadron are usually defined favored. Otherwise the process
is classified as unfavored. The biggest difference between the two classes is the number
of qq̄ pairs excited from the vacuum in order to produce the detected hadron: favored
processes involve the creation of at most one qq̄ pair. If the final hadron is a kaon, we
further distinguish a favored process initiated by a strange quark/antiquark from a favored
process initiated by an up quark/antiquark.

For simplicity, we assume charge conjugation and isospin symmetries. The latter is
often imposed also in the parametrization of collinear FFs [47], but not always [48]. In
practice, we consider four different Gaussian shapes:

⌦
P 2
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↵
=

⌦
P 2
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↵
=

⌦
P 2
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↵
=

⌦
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↵
⌘

⌦
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?,fav

↵
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⌦
P 2
?,u~K+

↵
=
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P 2
?,ū~K�

↵
⌘
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P 2
?,uK

↵
, (2.16)

⌦
P 2
?,s̄~K+

↵
=

⌦
P 2
?,s~K�

↵
⌘

⌦
P 2
?,sK

↵
, (2.17)

⌦
P 2
?,all others

↵
⌘

⌦
P 2
?,unf

↵
. (2.18)

The last assumption is made mainly to keep the number of parameters under control, though
it could be argued that unfavored fragmentation into kaons is different from unfavored
fragmentation into pions.

As for TMD PDFs, also for TMD FFs we introduce a dependence of the average square
transverse momentum on the longitudinal momentum fraction z, as done in several mod-
els or phenomenological extractions (see, e.g., Refs. [15, 28, 41, 49–51]). We choose the
functional form

⌦
P 2
?,a~h

↵
(z) =

⌦
P̂ 2
?,a~h

↵(z� + �) (1 � z)�

(ẑ� + �) (1 � ẑ)�
where

⌦
P̂ 2
?,a~h

↵
⌘

⌦
P 2
?,a~h

↵
(ẑ), and ẑ = 0.5.

(2.19)

The free parameters �, �, and � are equal for all kinds of fragmentation functions. In
conclusion, we use seven different parameters to describe all the TMD FFs.

3 Analysis procedure

3.1 Selection of data

The Hermes collaboration collected a total of 2688 data points (336 points for each of the
8 combination of target and final-state hadrons), with the average values of (x,Q2) ranging
from about (0.04, 1.25 GeV2) to about (0.4, 9.2 GeV2), 0.1  z  0.9, and 0.1 GeV 
|PhT |  1 GeV. The collaboration presented two distinct data sets, including or neglecting
vector meson contributions. Here, we use the data set where the vector meson contributions
have been subtracted. In all cases, we sum in quadrature statistical and systematic errors
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lepton, pT ℓ , the transverse momentum of the neutrino pTν (only
at the Tevatron), and the transverse mass mT of the lepton pair
(where mT =

√
2 pT ℓ pTν (1 − cos(φℓ − φν)), with φℓ,ν being the

azimuthal angles of the lepton and the neutrino, respectively).
In a template-fit procedure, several histograms are generated

with the highest available theoretical accuracy and the best avail-
able description of detector effects, letting the fit parameter (MW ,
in this case) vary in a range: the histogram best describing exper-
imental data selects the measured value for MW . The details of
the theoretical calculations used to compute the templates (choice
of scales, PDFs, perturbative order, resummation of logarithmically
enhanced contributions, nonperturbative effects, . . . ) affect the re-
sult of the fit and define the theoretical systematics [25]. In this
work we focus only on the impact of nonperturbative effects and,
in particular, on those coming from the intrinsic transverse mo-
mentum of the initial-state partons. These effects modify the spec-
trum of the W transverse momentum, qWT , subsequently inducing
a nonnegligible shift in the extracted value of MW .

The three experimental collaborations D0, CDF, and ATLAS

typically fit the Z data to obtain an estimate for the nonpertur-
bative parameters. Then, assuming the parameters to be flavor
independent, they use these estimates to predict the qWT distri-

bution. The uncertainty on MW due to the modelling of qWT via
template fits for the distributions in (mT , pT ℓ, pTν ) are, respec-
tively, δMW = (3,9,4) MeV for CDF [22], δMW = (2,5,2) MeV
for D0 [21] and δMW = (3,3) MeV for ATLAS [23] (the ATLAS

analysis did not include pTν in the template fit).
It is well known that one of the largest sources of error in de-

termining MW comes from the uncertainty in the choice of the
collinear PDFs [26–29]. Nevertheless, one can see that the uncer-
tainty propagating from the qWT spectrum via pT ℓ can be likewise
comparably large (except for ATLAS, because of the narrow range
used for the pT ℓ fit with respect to the mT one). This does not
come as a surprise, since the pT ℓ distribution is extremely sensi-
tive to the modelling of qWT , i.e., the pT ℓ shape gets more distorted
by all-order resummation and nonperturbative contributions than
the mT shape (which, in turn, is dominated by detector resolution).

At present, neither analyses at the Tevatron and at the LHC
included information on the flavor dependence of the intrinsic
transverse momentum of the incoming partons participating in the
hard scattering. Here, it is our aim to study its impact onto the de-
termination of MW in hadronic collisions, taking inspiration from
the phenomenological extraction of the unpolarized TMD PDF from
low-energy data [30].

3. Formalism

The impact of nonperturbative effects in Drell–Yan and Higgs
production has been extensively investigated (see, e.g., [13,18,19,
31–35] for available calculations and fitting codes).

Different implementations of the nonperturbative contributions

have been presented in the literature (see e.g. Refs. [13,19] and ref-

erences therein). In order to take into account possible differences

between the valence and the sea quarks (and among different

flavors in general), a flavor- and kinematic-dependent implemen-

tation of the nonperturbative part of the quark Sudakov exponent

has been suggested in Refs. [30,36]. In the present work, we choose

a Gaussian functional form for the intrinsic transverse momentum

distribution of the unpolarized TMD PDF. Its Fourier-conjugate ex-

pression reads

f aN P
1 (b2T ) ∝ e−gaNP b

2
T , (1)

where gaNP is related to the average intrinsic transverse momen-
tum squared of a parton with flavor a. In general, the latter may

also depend on kinematics, but here we will neglect this depen-
dence.

We implemented the above ansatz in two publicly available
tools for computing Drell–Yan differential cross sections: DYqT [37,
38] and DYRes [37,39]. The DYqT program computes the qT spec-
trum of an electroweak boson V (V = γ ∗,W±, Z ) produced in
hadronic collisions. The calculation combines the pure fixed-order
QCD result up to O(α2

s ) at high qT (qT ∼ MV ) with the re-
summation of the logarithmically-enhanced contributions at small
transverse-momenta (qT ≪ MV ) up to next-to-next-to-leading log-
arithmic (NNLL) accuracy. The rapidity of the vector boson and
the leptonic kinematical variables are integrated over the entire
kinematical range. At the same perturbative accuracy, the DYRes

code also provides the full kinematics of the vector boson and of
its decay products. It thus allows for the application of arbitrary
cuts on the final-state kinematical variables and gives differential
distributions in form of bin histograms, directly comparable to ex-
perimental measurements.

The original codes implement the nonperturbative TMD ef-
fects as a flavor- and kinematic-independent Gaussian exponential

e−gNP b
2
T whose strength is governed by a single parameter gNP

tuned at the electroweak scale. This factor incorporates the non-
perturbative effects from both the TMD PDFs entering the cross
section, including their evolution. In order to mimic a flavor de-
pendence in each partonic intrinsic transverse momentum, we
modify this simple implementation by decomposing gNP into the
sum gaNP + ga

′

NP , where the flavor indices span the range a,a′ =
uv ,us,dv ,ds, s, c,b, g (the subscripts referring to the valence and
sea components, respectively). For each parton with flavor a, the
nonperturbative contribution f aN P

1 of Eq. (1) is included in the
corresponding term in the flavor sum of the TMD factorization for-
mula [3]. In the following, we assume gsNP = gcNP = gbNP = g

g
NP ,

i.e., we assume that in total the intrinsic transverse-momentum
depends on five flavors.

4. Analysis strategy

The phenomenological extraction of Ref. [30] is based on about

1500 data points, however the nonperturbative parameters gaNP

in Eq. (1) are not tightly constrained. A fit to Z/γ ∗ data from

Tevatron produces the value gNP ∼ 0.8 GeV2 for the universal non-

perturbative factor [32]. We recall that this value refers to the

convolution of two TMD PDFs inside the cross section; hence, each

parton should equally contribute with a nonperturbative width of

≈ 0.4 GeV2. When we introduce the corresponding parameter gaNP

for a single TMD PDF with flavor a, we split it as follows:

exp(−gaNPb
2
T ) −→ exp[−[gevo ln(Q 2/Q 2

0 ) + ga]b2T ] , (2)

where the first term in the right hand side is the nonperturbative
correction due the TMD PDF evolution, which is flavor indepen-
dent (but, in principle, different for quarks and gluons), and ga
is the genuine flavor-dependent contribution. Information on gevo
can be deduced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell–Yan and Z -production data (gevo
corresponds to g2/4 in Ref. [13]). At Q = MW and Q 0 = 1 GeV,
we have gevo ln(Q 2/Q 2

0 ) ≈ 0.3 GeV2. In order to account for the
uncertainties affecting the determination of gevo , we choose to
consider the interval [0.2,0.6] GeV2 as a reasonable range and we
vary ga in Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed range for the
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FIG. 5: Shifts induced on mW by the choice of di↵erent PDF sets, obtained through a template-fit performed on the
transverse mass mT (left) and the lepton pT (right) observables (figure from Ref. [39]).

In order to estimate the impact of the flavour dependence, it is necessary to first identify the “Z-equivalent”
sets of parameters, i.e., those sets in agreement with the Z transverse momentum distribution measured at hadron
colliders. To this extent:

• a single flavour-independent (i.e., using a version of Eq. (6) without a-dependence) qT -spectrum for the Z
boson is produced based on the parameters presented in Ref. [22];

• each bin of this flavour-independent spectrum is assigned an uncertainty equal to the one quoted by the CDF

and ATLAS experiments;

• several flavour-dependent sets for ga in Eq. (6) are generated randomly within a variation range consistent
with the information obtained in previous TMD fits (in particular, taking into account the estimate for the
flavour-independent contribution to the non-perturbative part of the evolution obtained in Ref. [22]);

• a flavour-dependent set is defined “Z-equivalent” if the associated qT spectrum for the Z has a ��2
 1 with

respect to one generated by the flavour-independent set.

The flavour-dependent sets for CDF and ATLAS who pass this filter are treated as the pseudodata of the template-fit
procedure, while the flavour-independent one is used for the generation of the templates at high statistics. The
number of events corresponds to 135M for the pseudodata and 750M for the templates. Only 9 sets out of the 30
ones which are “Z-equivalent” both with respect to CDF and ATLAS uncertainties have been investigated. The values
of the flavour-dependent parameters for each set are given in Tab. II. A summary of the shifts obtained through
this procedure is given in Tab. III.

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27
6 0.40 0.52 0.46 0.54 0.21
7 0.22 0.21 0.40 0.46 0.49
8 0.53 0.31 0.59 0.54 0.33
9 0.46 0.46 0.58 0.40 0.28

TABLE II: Values of the gaNP parameter in Eq. 6 for the flavours a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

The statistical uncertainty of the template-fit procedure has been estimated by considering statistically equivalent
those templates for which ��2 = �2

��2
min  1. Overall, the quoted statistical uncertainty on the results in Tab. III

is ±2.5 MeV.
Being the transverse mass mildly sensitive to the modeling of the W± transverse momentum, the corresponding

shifts are compatible with zero considering the statistical uncertainty of the template-fit procedure. On the contrary,
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7 2 -1 2 -1 0 -8

8 0 2 8 1 7 8

9 0 4 -3 -1 0 7
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Set mT pT ` pT⌫ mT pT ` pT⌫

1 -1 -5 7 -1 -3 8

2 -1 -15 6 0 5 10

3 -1 1 8 -1 -7 5

4 -1 -15 6 0 -4 5

5 -1 -4 6 -1 -7 5

6 -1 -5 7 0 2 9

7 -1 -15 6 -1 -6 5

8 -1 0 8 0 3 10

9 -1 -7 7 0 4 10

TABLE II: LHCb 13 TeV
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sets of parameters, i.e., those sets in agreement with the Z transverse momentum distribution measured at hadron
colliders. To this extent:

• a single flavour-independent (i.e., using a version of Eq. (6) without a-dependence) qT -spectrum for the Z
boson is produced based on the parameters presented in Ref. [22];

• each bin of this flavour-independent spectrum is assigned an uncertainty equal to the one quoted by the CDF

and ATLAS experiments;

• several flavour-dependent sets for ga in Eq. (6) are generated randomly within a variation range consistent
with the information obtained in previous TMD fits (in particular, taking into account the estimate for the
flavour-independent contribution to the non-perturbative part of the evolution obtained in Ref. [22]);

• a flavour-dependent set is defined “Z-equivalent” if the associated qT spectrum for the Z has a ��2
 1 with

respect to one generated by the flavour-independent set.

The flavour-dependent sets for CDF and ATLAS who pass this filter are treated as the pseudodata of the template-fit
procedure, while the flavour-independent one is used for the generation of the templates at high statistics. The
number of events corresponds to 135M for the pseudodata and 750M for the templates. Only 9 sets out of the 30
ones which are “Z-equivalent” both with respect to CDF and ATLAS uncertainties have been investigated. The values
of the flavour-dependent parameters for each set are given in Tab. II. A summary of the shifts obtained through
this procedure is given in Tab. III.
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In order to estimate the impact of the flavour dependence, it is necessary to first identify the “Z-equivalent”
sets of parameters, i.e., those sets in agreement with the Z transverse momentum distribution measured at hadron
colliders. To this extent:

• a single flavour-independent (i.e., using a version of Eq. (6) without a-dependence) qT -spectrum for the Z
boson is produced based on the parameters presented in Ref. [22];

• each bin of this flavour-independent spectrum is assigned an uncertainty equal to the one quoted by the CDF

and ATLAS experiments;

• several flavour-dependent sets for ga in Eq. (6) are generated randomly within a variation range consistent
with the information obtained in previous TMD fits (in particular, taking into account the estimate for the
flavour-independent contribution to the non-perturbative part of the evolution obtained in Ref. [22]);

• a flavour-dependent set is defined “Z-equivalent” if the associated qT spectrum for the Z has a ��2
 1 with

respect to one generated by the flavour-independent set.

The flavour-dependent sets for CDF and ATLAS who pass this filter are treated as the pseudodata of the template-fit
procedure, while the flavour-independent one is used for the generation of the templates at high statistics. The
number of events corresponds to 135M for the pseudodata and 750M for the templates. Only 9 sets out of the 30
ones which are “Z-equivalent” both with respect to CDF and ATLAS uncertainties have been investigated. The values
of the flavour-dependent parameters for each set are given in Tab. II. A summary of the shifts obtained through
this procedure is given in Tab. III.
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• a single flavour-independent (i.e., using a version of Eq. (6) without a-dependence) qT -spectrum for the Z
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• each bin of this flavour-independent spectrum is assigned an uncertainty equal to the one quoted by the CDF
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• several flavour-dependent sets for ga in Eq. (6) are generated randomly within a variation range consistent
with the information obtained in previous TMD fits (in particular, taking into account the estimate for the
flavour-independent contribution to the non-perturbative part of the evolution obtained in Ref. [22]);

• a flavour-dependent set is defined “Z-equivalent” if the associated qT spectrum for the Z has a ��2
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procedure, while the flavour-independent one is used for the generation of the templates at high statistics. The
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ones which are “Z-equivalent” both with respect to CDF and ATLAS uncertainties have been investigated. The values
of the flavour-dependent parameters for each set are given in Tab. II. A summary of the shifts obtained through
this procedure is given in Tab. III.
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shifts are compatible with zero considering the statistical uncertainty of the template-fit procedure. On the contrary,
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3 -1 9 0 -2 4 -10

4 0 0 -2 -2 -4 -10

5 0 4 1 -1 -3 -6

6 1 0 2 -1 4 -4

7 2 -1 2 -1 0 -8

8 0 2 8 1 7 8

9 0 4 -3 -1 0 7

TABLE I: ATLAS 7 TeV
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TABLE II: LHCb 13 TeV
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�MW+ �MW�

Set mT pT ` pT⌫ mT pT ` pT⌫

1 -1 -5 7 -1 -3 8

2 -1 -15 6 0 5 10

3 -1 1 8 -1 -7 5

4 -1 -15 6 0 -4 5

5 -1 -4 6 -1 -7 5
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TABLE II: LHCb 13 TeV
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Ref. [41], only CT10nnlo, CT14 and MMHT2014 are consid-
ered further. The better agreement obtained with CT10nnlo
can be ascribed to the weaker suppression of the strange quark
density compared to the u - and d-quark sea densities in this
PDF set.

The predictions of the angular coefficients in Z -boson
events are compared to the ATLAS measurement at

√
s =

8 TeV [42]. Good agreement between the measurements and
DYNNLO is observed for the relevant coefficients, except
for A2, where the measurement is significantly below the
prediction. As an example, Fig. 4 shows the comparison
for A0 and A2 as a function of pZT . For A2, an additional
source of uncertainty in the theoretical prediction is consid-
ered to account for the observed disagreement with data, as
discussed in Sect. 6.5.3.

6.5 Uncertainties in the QCD modelling

Several sources of uncertainty related to the perturbative
and non-perturbative modelling of the strong interaction
affect the dynamics of the vector-boson production and
decay [33,102–104]. Their impact on the measurement of
mW is assessed through variations of the model parameters of
the predictions for the differential cross sections as functions
of the boson rapidity, transverse-momentum spectrum at a
given rapidity, and angular coefficients, which correspond to
the second, third, and fourth terms of the decomposition of
Eq. (2), respectively. The parameter variations used to esti-
mate the uncertainties are propagated to the simulated event
samples by means of the reweighting procedure described in
Sect. 6.4. Table 3 shows an overview of the uncertainties due
to the QCD modelling which are discussed below.
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Fig. 4 The a A0 and b A2 angular coefficients in Z -boson events as
a function of pℓℓ

T [42]. The measured coefficients are compared to the
DYNNLO predictions using the CT10nnlo PDF set. The error bars show

the total experimental uncertainties, and the bands show the uncertain-
ties assigned to the DYNNLO predictions

Table 3 Systematic uncertainties in the mW measurement due to
QCD modelling, for the different kinematic distributions and W -boson
charges. Except for the case of PDFs, the same uncertainties apply
to W+ and W−. The fixed-order PDF uncertainty given for the sepa-

rate W+ and W− final states corresponds to the quadrature sum of the
CT10nnlo uncertainty variations; the charge-combined uncertainty also
contains a 3.8 MeV contribution from comparing CT10nnlo to CT14
and MMHT2014

W -boson charge W+ W− Combined
Kinematic distribution pℓ

T mT pℓ
T mT pℓ

T mT

δmW [MeV]

Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7

AZ tune 3.0 3.4 3.0 3.4 3.0 3.4

Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5

Parton shower µF with heavy-flavour decorrelation 5.0 6.9 5.0 6.9 5.0 6.9

Parton shower PDF uncertainty 3.6 4.0 2.6 2.4 1.0 1.6

Angular coefficients 5.8 5.3 5.8 5.3 5.8 5.3

Total 15.9 18.1 14.8 17.2 11.6 12.9
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Ref. [41], only CT10nnlo, CT14 and MMHT2014 are consid-
ered further. The better agreement obtained with CT10nnlo
can be ascribed to the weaker suppression of the strange quark
density compared to the u - and d-quark sea densities in this
PDF set.

The predictions of the angular coefficients in Z -boson
events are compared to the ATLAS measurement at

√
s =

8 TeV [42]. Good agreement between the measurements and
DYNNLO is observed for the relevant coefficients, except
for A2, where the measurement is significantly below the
prediction. As an example, Fig. 4 shows the comparison
for A0 and A2 as a function of pZT . For A2, an additional
source of uncertainty in the theoretical prediction is consid-
ered to account for the observed disagreement with data, as
discussed in Sect. 6.5.3.
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and non-perturbative modelling of the strong interaction
affect the dynamics of the vector-boson production and
decay [33,102–104]. Their impact on the measurement of
mW is assessed through variations of the model parameters of
the predictions for the differential cross sections as functions
of the boson rapidity, transverse-momentum spectrum at a
given rapidity, and angular coefficients, which correspond to
the second, third, and fourth terms of the decomposition of
Eq. (2), respectively. The parameter variations used to esti-
mate the uncertainties are propagated to the simulated event
samples by means of the reweighting procedure described in
Sect. 6.4. Table 3 shows an overview of the uncertainties due
to the QCD modelling which are discussed below.
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and MMHT2014

W -boson charge W+ W− Combined
Kinematic distribution pℓ

T mT pℓ
T mT pℓ

T mT

δmW [MeV]

Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7

AZ tune 3.0 3.4 3.0 3.4 3.0 3.4

Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5

Parton shower µF with heavy-flavour decorrelation 5.0 6.9 5.0 6.9 5.0 6.9

Parton shower PDF uncertainty 3.6 4.0 2.6 2.4 1.0 1.6

Angular coefficients 5.8 5.3 5.8 5.3 5.8 5.3

Total 15.9 18.1 14.8 17.2 11.6 12.9

123



CDF D0

Uncertainties on MW due to pTW

ATLAS

110 Page 12 of 61 Eur. Phys. J. C (2018) 78 :110

Ref. [41], only CT10nnlo, CT14 and MMHT2014 are consid-
ered further. The better agreement obtained with CT10nnlo
can be ascribed to the weaker suppression of the strange quark
density compared to the u - and d-quark sea densities in this
PDF set.

The predictions of the angular coefficients in Z -boson
events are compared to the ATLAS measurement at

√
s =

8 TeV [42]. Good agreement between the measurements and
DYNNLO is observed for the relevant coefficients, except
for A2, where the measurement is significantly below the
prediction. As an example, Fig. 4 shows the comparison
for A0 and A2 as a function of pZT . For A2, an additional
source of uncertainty in the theoretical prediction is consid-
ered to account for the observed disagreement with data, as
discussed in Sect. 6.5.3.

6.5 Uncertainties in the QCD modelling

Several sources of uncertainty related to the perturbative
and non-perturbative modelling of the strong interaction
affect the dynamics of the vector-boson production and
decay [33,102–104]. Their impact on the measurement of
mW is assessed through variations of the model parameters of
the predictions for the differential cross sections as functions
of the boson rapidity, transverse-momentum spectrum at a
given rapidity, and angular coefficients, which correspond to
the second, third, and fourth terms of the decomposition of
Eq. (2), respectively. The parameter variations used to esti-
mate the uncertainties are propagated to the simulated event
samples by means of the reweighting procedure described in
Sect. 6.4. Table 3 shows an overview of the uncertainties due
to the QCD modelling which are discussed below.
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Fig. 4 The a A0 and b A2 angular coefficients in Z -boson events as
a function of pℓℓ

T [42]. The measured coefficients are compared to the
DYNNLO predictions using the CT10nnlo PDF set. The error bars show

the total experimental uncertainties, and the bands show the uncertain-
ties assigned to the DYNNLO predictions

Table 3 Systematic uncertainties in the mW measurement due to
QCD modelling, for the different kinematic distributions and W -boson
charges. Except for the case of PDFs, the same uncertainties apply
to W+ and W−. The fixed-order PDF uncertainty given for the sepa-

rate W+ and W− final states corresponds to the quadrature sum of the
CT10nnlo uncertainty variations; the charge-combined uncertainty also
contains a 3.8 MeV contribution from comparing CT10nnlo to CT14
and MMHT2014

W -boson charge W+ W− Combined
Kinematic distribution pℓ
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Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7
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Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5
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according to the PDF4LHC recipe [18] and by measuring the half-width �PDF of the resulting band.
We include, in the evaluation of the envelope, the results of the sets CT10, MSTW2008CPdeut and
NNPDF2.3, because they are based on the same sets of data, making their comparison homoge-
neous. These results are presented in Table 2. We observe that the spread �sets represents a
large contribution, up to 35% of the overall uncertainty . In Table 3 we compute the envelope
of the results obtained with two more modern PDF sets, namely NNPDF3.0 and MMHT2014, which
include public data from the LHC. We observe that the width of the envelope ranges between 16
and 32 MeV, depending on the collider energy and kind and on the final state; more interesting,
the spread of the two central values is below 5 MeV in the W� case at the LHC, while it is above
15 MeV in the W+ case and at the Tevatron.

From Table 5 we can appreciate the impact of the inclusion of the new LHC data, which have
been used in the determination of the NNPDF3.0 set. Beside a few MeV o↵set for the central
values, it is possible to observe a small (few MeV) reduction of the PDF uncertainty, which is
roughly 20% smaller than the one computed with NNPDF2.3.

The dependence of the PDF uncertainty with the collider energy is illustrated in Table 4, using
the NNPDF3.0 PDF set.

no pW? cut pW? < 15 GeV
�PDF (MeV) �sets (MeV) �PDF (MeV) �sets (MeV)

Tevatron 1.96 TeV 27 16 21 15
LHC 8 TeV W+ 33 26 24 18

W� 29 16 18 8
LHC 13 TeV W+ 34 22 20 14

W� 34 24 18 12

Table 2: Half-width �PDF of the envelope of the PDF uncertainty intervals by CT10,
MSTW2008CPdeut and NNPDF2.3. Corresponding spread �sets of the central predictions.

no pW? cut pW? < 15 GeV
�PDF (MeV) �sets (MeV) �PDF (MeV) �sets (MeV)

Tevatron 1.96 TeV 16 4 9 15
LHC 8 TeV W+ 32 33 21 21

W� 22 6 12 0
LHC 13 TeV W+ 30 24 18 16

W� 23 16 11 5

Table 3: Same as in Table 2, now considering only the two recent PDF sets NNPDF3.0 and
MMHT2014.
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• Individual PDF sets provide non-pessimistic 
estimates: ΔMW ~ O(10 MeV)


• Global envelope still shows large 
discrepancies of the central values


• pTW cut is relevant

Bozzi, Citelli, Vicini PRD 91, 113005 (2015)



3.4 PDF uncertainty dependence on the acceptance cuts

The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the mW PDF uncertainty on additional cuts on the lepton-pair
transverse momentum pW? or on the charged-lepton pseudorapidity acceptance interval is presented
in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
uncertainty impact. We observe that the region at large pW? yields an important contribution

normalized distributions
cut on pW? cut on |⌘l| CT10 NNPDF3.0

inclusive |⌘l| < 2.5 80.400 + 0.032� 0.027 80.398± 0.014
pW? < 20 GeV |⌘l| < 2.5 80.396 + 0.027� 0.020 80.394± 0.012
pW? < 15 GeV |⌘l| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
pW? < 10 GeV |⌘l| < 2.5 80.392 + 0.015� 0.012 80.394± 0.007

pW? < 15 GeV |⌘l| < 1.0 80.400 + 0.032� 0.021 80.406± 0.017
pW? < 15 GeV |⌘l| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
pW? < 15 GeV |⌘l| < 4.9 80.400 + 0.009� 0.004 80.401± 0.003
pW? < 15 GeV 1.0 < |⌘l| < 2.5 80.392 + 0.025� 0.018 80.388± 0.012

Table 6: LHC 8 TeV, W+ production. Impact of di↵erent acceptance cuts. The two cuts pl? > 25
GeV and /ET � 25 GeV are always applied. In the first four rows we vary the cut on pW? , for fixed
|⌘l| interval. In the second four rows we vary the pseudorapidity acceptance, with pW? < 15 GeV.
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Figure 5: Shape of the di↵erential distribution d�/dx for di↵erent pW? cuts (left plot). Ratio of
the previous shapes with di↵erent pW? cuts with respect to the inclusive (no pW? cut) distribution
(right plot).

to the PDF uncertainty, which can be reduced by a suitable cut on this variable. A tight cut like
pW? < 10 GeV could bring the uncertainty below the 10 MeV level. The experimental problem to
accurately select the events that pass the cut can be a limiting factor for the improvement in this
direction.
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Acceptance cuts: interesting insights
Bozzi, Citelli, Vicini PRD 91, 113005 (2015)
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The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the mW PDF uncertainty on additional cuts on the lepton-pair
transverse momentum pW? or on the charged-lepton pseudorapidity acceptance interval is presented
in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
uncertainty impact. We observe that the region at large pW? yields an important contribution
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3.4 PDF uncertainty dependence on the acceptance cuts

The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the mW PDF uncertainty on additional cuts on the lepton-pair
transverse momentum pW? or on the charged-lepton pseudorapidity acceptance interval is presented
in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
uncertainty impact. We observe that the region at large pW? yields an important contribution
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pW? < 15 GeV |⌘l| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
pW? < 10 GeV |⌘l| < 2.5 80.392 + 0.015� 0.012 80.394± 0.007

pW? < 15 GeV |⌘l| < 1.0 80.400 + 0.032� 0.021 80.406± 0.017
pW? < 15 GeV |⌘l| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
pW? < 15 GeV |⌘l| < 4.9 80.400 + 0.009� 0.004 80.401± 0.003
pW? < 15 GeV 1.0 < |⌘l| < 2.5 80.392 + 0.025� 0.018 80.388± 0.012

Table 6: LHC 8 TeV, W+ production. Impact of di↵erent acceptance cuts. The two cuts pl? > 25
GeV and /ET � 25 GeV are always applied. In the first four rows we vary the cut on pW? , for fixed
|⌘l| interval. In the second four rows we vary the pseudorapidity acceptance, with pW? < 15 GeV.
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to the PDF uncertainty, which can be reduced by a suitable cut on this variable. A tight cut like
pW? < 10 GeV could bring the uncertainty below the 10 MeV level. The experimental problem to
accurately select the events that pass the cut can be a limiting factor for the improvement in this
direction.
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pW? < 10 GeV could bring the uncertainty below the 10 MeV level. The experimental problem to
accurately select the events that pass the cut can be a limiting factor for the improvement in this
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The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the mW PDF uncertainty on additional cuts on the lepton-pair
transverse momentum pW? or on the charged-lepton pseudorapidity acceptance interval is presented
in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
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2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XNeigenvectors

i¼1

½Xþ
i − X−

i $2

vuut ; ð2Þ

where the sum runs over the Neigenvectors eigenvectors
in parameter space, with the associated pairs of replicas
(þ and −). Instead with NNPDF the average and the
standard deviation over the ensemble fqg of Nrep PDF
replicas provide the estimate of the best value and of the
error on the observable F :

hF ½fqg$i ¼ 1

Nrep

XNrep

k¼1

F ½fqðkÞg$; ð3Þ

σF ¼
"

1

Nrep−1

XNrep

k¼1

ðF ½fqðkÞg$−hF ½fqg$iÞ2
#1=2

: ð4Þ

The results obtained with these PDF sets can be combined
according to the current PDF4LHC recommendation [32],
to find a conservative estimate of the PDF uncertainty.
In this paper we apply this procedure to two observables,

namely the lepton transverse momentum distribution and
the W mass determined with the template fit procedure.

C. Correlation functions

A useful quantity to evaluate the role of the different
parton densities in the hadronic cross section is the
correlation function ρ between the parton-parton luminos-
ities and the charged-lepton distribution at a given value of

the transverse momentum. The parton-parton luminosity is
defined as Pijðx; τÞ ¼ fiðx; μ2FÞfjðτx ; μ

2
FÞ where fiðx; μ2FÞ

is the density describing a parton i at a scale μF and τ ¼ M2

S
with M the final-state invariant mass and S the hadronic
Mandelstam invariant. The correlation ρ is defined as

ρðx; τÞ ¼
hPijðx; τÞ dσ

dpl
⊥
i − hPijðx; τÞih dσ

dpl
⊥
i

σPDFPij
σPDFdσ=dpl

⊥

; ð5Þ

where the angle brackets indicate the average with respect
to the different PDF replicas.

III. NUMERICAL RESULTS

A. Input parameters and setup

We simulate the processes p p
ð−Þ

→ Wþ → μþ νμ þ X and

p p
ð−Þ

→ W− → μ−ν̄μ þ X in proton-antiproton collisions
with

ffiffiffi
S

p
¼ 1.96 TeV and in proton-proton collisions withffiffiffi

S
p

¼ 8; 13; 33; 100 TeV energies. In the absence of QED
effects, not considered here, our results will be identical
to those obtained with electrons instead of muons. We
consider the PDF sets MSTW2008CPdeut [27], CT10
[28], NNPDF2.3 [29], NNPDF3.0 [30], and MMHT2014
[31] and use the corresponding values of αsðmZÞ. We use
the following values for the input parameters in the
Monte Carlo codes:

Gμ ¼ 1.16637 × 10−5 GeV−2 mW ¼ 80.398 GeV mZ ¼ 91.1876 GeV
sin2θW ¼ 1 −m2

W=m
2
Z ΓW ¼ 2.141 GeV ΓZ ¼ 2.4952 GeV

Vcd ¼ 0.222 Vcs ¼ 0.975 Vcb ¼ 0
Vud ¼ 0.975 Vus ¼ 0.222 Vub ¼ 0
Vtd ¼ 0 Vts ¼ 0 Vtb ¼ 1.

The charm quark in the partonic cross section is treated
as a massless particle, while the bottom quark does not
contribute because of the vanishing top density in the
proton. As for the kinematic cuts, we used those summa-
rized in Table I, similar to those used in the corresponding
experimental analysis: the main difference between the
Tevatron and LHC is the wider acceptance for the rapidity
of the leptons in the latter case. The pl

T distribution has
been studied in the interval 29 GeV ≤ pl

⊥ ≤ 49 GeV, with
a bin size of 0.5 GeV. All the following analyses are
performed with bare leptons both in the pseudodata and in
the templates.
The Monte Carlo simulation requires a specific, techni-

cal comment. The effects under study are deformations of
the shape of the lepton transverse momentum distribution at

the per mill level, either due to a variation of the mW value
or to a different PDF replica choice. This distribution
receives contributions from a large fraction of the available
final-state phase space, making very difficult an accurate
dedicated sampling. As a consequence, Monte Carlo

TABLE I. Selection criteria for DY W → lν events for the
Tevatron and the LHC.

Tevatron LHC

pμ
⊥ ≥ 25 GeV pμ

⊥ ≥ 25 GeV
ET ≥ 25 GeV ET ≥ 25 GeV
jημj < 1.0 jημj < 2.5

pW
⊥ < 15 GeV pW

⊥ < 15 GeV
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3.4 PDF uncertainty dependence on the acceptance cuts

The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the mW PDF uncertainty on additional cuts on the lepton-pair
transverse momentum pW? or on the charged-lepton pseudorapidity acceptance interval is presented
in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
uncertainty impact. We observe that the region at large pW? yields an important contribution

normalized distributions
cut on pW? cut on |⌘l| CT10 NNPDF3.0

inclusive |⌘l| < 2.5 80.400 + 0.032� 0.027 80.398± 0.014
pW? < 20 GeV |⌘l| < 2.5 80.396 + 0.027� 0.020 80.394± 0.012
pW? < 15 GeV |⌘l| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
pW? < 10 GeV |⌘l| < 2.5 80.392 + 0.015� 0.012 80.394± 0.007

pW? < 15 GeV |⌘l| < 1.0 80.400 + 0.032� 0.021 80.406± 0.017
pW? < 15 GeV |⌘l| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
pW? < 15 GeV |⌘l| < 4.9 80.400 + 0.009� 0.004 80.401± 0.003
pW? < 15 GeV 1.0 < |⌘l| < 2.5 80.392 + 0.025� 0.018 80.388± 0.012

Table 6: LHC 8 TeV, W+ production. Impact of di↵erent acceptance cuts. The two cuts pl? > 25
GeV and /ET � 25 GeV are always applied. In the first four rows we vary the cut on pW? , for fixed
|⌘l| interval. In the second four rows we vary the pseudorapidity acceptance, with pW? < 15 GeV.
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Figure 5: Shape of the di↵erential distribution d�/dx for di↵erent pW? cuts (left plot). Ratio of
the previous shapes with di↵erent pW? cuts with respect to the inclusive (no pW? cut) distribution
(right plot).

to the PDF uncertainty, which can be reduced by a suitable cut on this variable. A tight cut like
pW? < 10 GeV could bring the uncertainty below the 10 MeV level. The experimental problem to
accurately select the events that pass the cut can be a limiting factor for the improvement in this
direction.
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where the sum runs over the Neigenvectors eigenvectors
in parameter space, with the associated pairs of replicas
(þ and −). Instead with NNPDF the average and the
standard deviation over the ensemble fqg of Nrep PDF
replicas provide the estimate of the best value and of the
error on the observable F :

hF ½fqg$i ¼ 1

Nrep

XNrep

k¼1

F ½fqðkÞg$; ð3Þ

σF ¼
"

1

Nrep−1

XNrep
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ðF ½fqðkÞg$−hF ½fqg$iÞ2
#1=2

: ð4Þ

The results obtained with these PDF sets can be combined
according to the current PDF4LHC recommendation [32],
to find a conservative estimate of the PDF uncertainty.
In this paper we apply this procedure to two observables,

namely the lepton transverse momentum distribution and
the W mass determined with the template fit procedure.

C. Correlation functions

A useful quantity to evaluate the role of the different
parton densities in the hadronic cross section is the
correlation function ρ between the parton-parton luminos-
ities and the charged-lepton distribution at a given value of

the transverse momentum. The parton-parton luminosity is
defined as Pijðx; τÞ ¼ fiðx; μ2FÞfjðτx ; μ

2
FÞ where fiðx; μ2FÞ

is the density describing a parton i at a scale μF and τ ¼ M2

S
with M the final-state invariant mass and S the hadronic
Mandelstam invariant. The correlation ρ is defined as

ρðx; τÞ ¼
hPijðx; τÞ dσ

dpl
⊥
i − hPijðx; τÞih dσ

dpl
⊥
i

σPDFPij
σPDFdσ=dpl

⊥

; ð5Þ

where the angle brackets indicate the average with respect
to the different PDF replicas.

III. NUMERICAL RESULTS

A. Input parameters and setup

We simulate the processes p p
ð−Þ

→ Wþ → μþ νμ þ X and

p p
ð−Þ

→ W− → μ−ν̄μ þ X in proton-antiproton collisions
with

ffiffiffi
S

p
¼ 1.96 TeV and in proton-proton collisions withffiffiffi

S
p

¼ 8; 13; 33; 100 TeV energies. In the absence of QED
effects, not considered here, our results will be identical
to those obtained with electrons instead of muons. We
consider the PDF sets MSTW2008CPdeut [27], CT10
[28], NNPDF2.3 [29], NNPDF3.0 [30], and MMHT2014
[31] and use the corresponding values of αsðmZÞ. We use
the following values for the input parameters in the
Monte Carlo codes:

Gμ ¼ 1.16637 × 10−5 GeV−2 mW ¼ 80.398 GeV mZ ¼ 91.1876 GeV
sin2θW ¼ 1 −m2

W=m
2
Z ΓW ¼ 2.141 GeV ΓZ ¼ 2.4952 GeV

Vcd ¼ 0.222 Vcs ¼ 0.975 Vcb ¼ 0
Vud ¼ 0.975 Vus ¼ 0.222 Vub ¼ 0
Vtd ¼ 0 Vts ¼ 0 Vtb ¼ 1.

The charm quark in the partonic cross section is treated
as a massless particle, while the bottom quark does not
contribute because of the vanishing top density in the
proton. As for the kinematic cuts, we used those summa-
rized in Table I, similar to those used in the corresponding
experimental analysis: the main difference between the
Tevatron and LHC is the wider acceptance for the rapidity
of the leptons in the latter case. The pl

T distribution has
been studied in the interval 29 GeV ≤ pl

⊥ ≤ 49 GeV, with
a bin size of 0.5 GeV. All the following analyses are
performed with bare leptons both in the pseudodata and in
the templates.
The Monte Carlo simulation requires a specific, techni-

cal comment. The effects under study are deformations of
the shape of the lepton transverse momentum distribution at

the per mill level, either due to a variation of the mW value
or to a different PDF replica choice. This distribution
receives contributions from a large fraction of the available
final-state phase space, making very difficult an accurate
dedicated sampling. As a consequence, Monte Carlo

TABLE I. Selection criteria for DY W → lν events for the
Tevatron and the LHC.

Tevatron LHC

pμ
⊥ ≥ 25 GeV pμ

⊥ ≥ 25 GeV
ET ≥ 25 GeV ET ≥ 25 GeV
jημj < 1.0 jημj < 2.5

pW
⊥ < 15 GeV pW

⊥ < 15 GeV
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• 50 flavour-dependent sets                         with 

• 1 flavour-independent set with  

dσ
dqT

∼ FT exp{−g
NP

b2
T}

For each TMD: 0.4 GeV2 ∼ ga
NP

⟶ gevo ln ( Q2

Q2
0 )+ga

Fit to Z/    Tevatron data: γ* g
NP

∼ 0.8 GeV2

[Guzzi, Nadolsky, Wang (2014)]

Fit to SIDIS/DY/Z data: gevo ln ( Q2

Q2
0 ) ∈ [0.17, 0.39] GeV2

[Bacchetta, Delcarro, Pisano, Radici, Signori (2017)]

variation range for ga

ga
NP

∈ [0.2, 0.6] GeV2

ga
NP

= 0.4 GeV2

{guv
NP

, gdv
NP

, gus
NP

, gds
NP

, gs
NP

}

We consider :
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FIG. 1: Transverse mass distribution and the related di↵erences evaluated on the templates (as a function of mW ) and on
the pseudodata (as a function of the sets of non-perturbative parameters). See Eqs. (1), (2). The average values are defined in
Eqs. (5), (6) and summarized in Tabs. I, II.
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FIG. 2: p`T distribution and the related di↵erences evaluated on the templates (as a function of mW ) and on the pseudodata
(as a function of the sets of non-perturbative parameters). See Eqs. (1), (2). The average values are defined in Eqs. (5), (6)
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