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LHC / HL-LHC (I)
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• Physics goals/opportunities
• Precision Higgs Measurements
• Precision Electroweak Measurements
• Extend BSM searches to uncovered regions
• Precision measurements of rare B decays
• Heavy Ion Physics

we are here



LHC / HL-LHC (II)

• Detector challenges
• higher particle fluxes, larger event sizes, higher trigger rate

• higher detector occupancy, increased reconstruction complexity

• increased fluence → increased radiation damage and activation of materials

• Detector upgrade 
• upgrade or complete replacement of various sub-systems,  major electronics upgrades

• new timing detectors

• new trigger system with augmented capabilities (efficiency and fake rejection) to maintain same 
acceptance and pT thresholds: rare and new physics searches require low pT threshold

• continuous efforts in consolidation, e.g. new cooling systems, improved power supplies, shielding 
additions  3

Parameter LHC Run2 HL-LHC

√s (TeV) 13 14

L (cm-2s-1) 2x1034 >5x1034

Lint (fb-1) 150 3000

γ dose rate (Gy/h) 0.2 (|η|=1)
10 (|η|=2.6)

1.5 (|η|=1)
50 (|η|=2.6)

hadron fluence (cm-2) 4x1011 (|η|=1)
1014 (|η|=2.6)

4x1012 (|η|=1)
1015 (|η|=2.6)
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• New trigger scheme 
• Acquire 40 MHz with a completely new software-based trigger, removing the bottleneck of the hardware 

based trigger (1 MHz)
• Reconstruction at the trigger level and online calibration and alignment 
• Save to tape 2-5 GB/s of events ready for analysis

• Upgrade of the detector to keep same high performance @ high 2x1033 cm-2s-1 luminosity
• Mainly for Phase 1

LHCb upgrade
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Rome 1 group is responsible of the monitoring electronics and 
of the front-end configuration and software
• System of 10 crates with:

• 140 new Service Boards (nSB) 
• 10 new Pulse Distribution Module (nPDM) 
• 10 custom Back Plane (nCB)

• System designed in Rome 
• Production of the boards ongoing
• Test stand @ Segré 

LHCb muon detector upgrade for phase 1
• Upgrade of the detector 

• Remove the first, innermost,  muon station  M1 (useless at the foreseen detector occupancy)
• shield around the beam pipe
• new pad chambers in the innermost region of the second and third muon chambers (to reduce inefficiencies and 

ghost rate)
• Upgrade of the electronics to 40 MHz

• INFN-ROMA 1 group

• Valerio Bocci (original ECS idea)

• Giuseppe Martellotti

• Davide Pinci - board test, software for Experiment 
Control System (Deputy Project Leader of the muon 
system)

• Roberta Santacesaria - board test

• Celeste Satriano - software for Experiment Control 
System

• Adalberto Sciubba

• Just starting: On-line luminosity measurement based on the 
evaluation and correction of dead time proposed by the Roma 1 group
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LHCb muon detector upgrade for phase 2

• The goal for phase 2 is to raise the luminosity up to 1.5x1034 cm-2 s-1, 
with a maximum pile-up of 42

• The MWPCs of the muon detector will not support the expected rate in 
the central regions → replace chambers with a new detector technology 
• μRwell chambers have been proposed as a possible choice (more 

details on this detector in Davide Pinci’s talk) 

The LHCb-ROMA1 group, given its experience with MWPC and 
GEM would participate at the production and test phase



CMS - MIP TIMING DETECTOR FOR PHASE 2

• New timing detectors with excellent time resolution are 

proposed 

• Luminous region has time RMS ~ 180 ps

• Better time resolution → better separation

• Can be used to effectively reduce PU

• and opens new search possibilities! (e.g. long-lived 

particles)
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Basic idea:  
vertexes overlapping in z  
might not overlap in time

σ(t) Effective PU
None 200
30 ps 33
45 ps 50
60 ps 70

Target:  
σt = 30 ps @ startup

50 PU

• At high pileup, interaction vertices may be 
merged in space



TWO TIMING DETECTORS: BTL AND ETL
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1.3. Considerations and requirements for the design of the MTD 9

Figure 1.6: A schematic view of the GEANT geometry of the timing layers implemented in
CMSSW [20] for simulation studies comprising a LYSO barrel (grey cylinder), at the interface
between the tracker and the ECAL, and two silicon endcap (orange and light violet discs) tim-
ing layers in front of the endcap calorimeter.

beginning of HL-LHC operations, and continues to be effective even if, because of radiation428

damage, the resolution degrades to 50–60 ps by the end of HL-LHC operation.429

1.3.2 Space constraints for detectors and services430

A broad range of physics studies motivate the need for nearly hermetic coverage with high431

efficiency. The overall geometric envelope and certain other infrastructures in the CMS ex-432

perimental volume and the service channels that provide cooling and power to the already433

approved detectors for the HL-LHC cannot be changed. There are, then, only two locations434

where timing detectors can be installed: in the space between the last layer of the Outer Tracker435

and the beginning of the ECAL, which will allow coverage of the barrel region; and in the gap436

between the Tracker bulkhead and the CE, which will permit coverage in the endcap region. In437

each of these locations, very little space is available for the MTD and its services. Alternatives438

to these locations were considered but were ruled out because of technical or schedule issues.439

The MTD then must be divided into two sections, the Barrel Timing Layer (BTL) covering440

|h| < 1.5 and the Endcap Timing Layer (ETL) covering 1.6 < |h| < 3.0. This division follows441

the layout of the CMS detector and is necessary for the MTD to fit into the detector, be com-442

patible with the way in which the detector is opened for maintenance, and have access to the443

service channels necessary for detector operations and readout. It is also driven by technical444

considerations, especially the significant difference in integrated radiation dose between the445

two regions.446

These considerations lead to the following requirements and conclusions:447

• The BTL shall be integrated into the support tube for the Outer Tracker, occupying a448

CMS Rome involved in  
Barrel Timing Layer (BTL)

BTL: LYSO(Ce) bars + SiPMs



ACTIVITIES IN ROME
• Participated to many test beams in 

2016-2018

• Proved that σt < 30 ps is achievable

• Rome in charge of choosing crystal producer

• 8 producers (China, Taiwan, Canada, US)

• Will do extensive QA campaign

• Full-fledged crystal characterization  
@ Sapienza (Segré Labs)

• Light yield and energy resolution

• Time resolution and decay time

• xyz dimensions, planarity, density

• Radiation resistance (Casaccia - ENEA)
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2.1. Overview and principle of operation 27
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Figure 2.7: Left: time resolution for the left and right SiPMs and average time-stamp tave as a
function of the impact point X along the crystal bar axis. Right: sensor time resolution, tave for
different bias voltages and discrimination thresholds.

(equivalent to about 10 photoelectrons), a time resolution of 43 ps at each SiPM and 30 ps for940

the combined time-stamp is achieved according to expectation. A scan of bias voltage and dis-941

crimination threshold is shown in the right plot of Fig. 2.7. At lower OV the time resolution942

degrades with the expected behavior of 1/
p

PDE down to 38 ps for a bias voltage of 69 V cor-943

responding to about 2.7 V over-voltage where the PDE is about 22%. The threshold scan in the944

range 60–500 mV shows that above the threshold of ⇠100 mV, corresponding to about 10 pho-945

toelectrons, the time resolution is approximately constant for up to a factor 5 larger threshold.946

Below 100 mV for small signals (69 V) the noise from the electronics starts to deteriorate the947

time resolution.948

As a large fraction of particles produced by LHC collisions at CMS will impact the crystal bar at949

non-normal incidence, we measured the dependence of the time resolution on the MIP impact950

angle, q, with respect to the normal to the bar axis. The time resolution measured as a function951

of the slant thickness, tslant = t/ cos q, is shown in Fig. 2.8 in which the angles used were952

qMIP = 45, 60 and 80o. This set of angles spans the entire range of slant thicknesses expected953

for both MIPs in the high-h region of the barrel (qz
max ⇠ 64�) as well as low pT (⇠0.7–2.0 GeV)954

charged particles that are strongly bent by the magnetic field and can thus cross the crystal955

with an angle up to q
f
max ⇠ 80�. While the energy deposit increases linearly with the slant956

thickness, tslant, the time resolution improves as sslant
t µ t�a

slant with a ⇠ 0.35. This behavior957

can be explained as the time resolution in this case is the combination of a higher signal and958

thus larger number of photons, which improves the stochastic fluctuations with the square959

root behavior, and the fact that the photons are produced across a longer track and thus the rise960

time of the pulse is slightly slowed down. From this, a value of a < 0.5 is expected. There is961

a small asymmetry in the performance of the two measurements depending on their position962

with respect to the MIP direction. In particular the downstream measurement performs better963

than the upstream one, since in the former case the light signal is compressed by the time of964

flight of the charged particles, while in the latter it is dilated. Nevertheless, the combination of965

the two time stamps improves the overall time resolution with respect to a normal incidence.966

Since in the BTL design the bar axis is oriented along the f direction, it follows that low pT967

2018 Test Beam



ECAL PHASE 2 UPGRADE: BARREL HV
• CMS ECAL barrel (|η|<1.4): substantial upgrades

• Front-end electronics

• need replacement to comply with trigger requirements

• all cells available at L1, 0.75 MHz at L1

• operate from 18o C to 9oC to mitigate Avalanche Photo Diode aging 

• Current HV boards reaching end-of-life

• Rome historically in charge of barrel HV system

• In charge of testing, ordering and maintaining new HV system

• New CAEN boards already being tested
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The CAEN Hardware

● A1535

● 24 Channel 3.5 kV/3 
mA Common Floating 
Return Board

● 0 ÷ 3.5 kV output

● 3 mA current full scale, 
with 500 nA resolution

● 500 mV resolution

● Programmable I
TRIP

● Radial 52 pin connector

● SY1527 

● Up to 16 slots for 
boards,distributors and 
branch controllers

● 6 fans arranged on two rows

● Up to 3 power supply units



ECAL PHASE 2 UPGRADE: ENFOURNEUR

• Tool to insert/extract ECAL supermodules

• Only one at the moment

• Takes ~8 months to extract full detector  
(too long! shut-down is only two years)

• Rome will contribute to designing and  
building second enfourneur

• Technical drawings being finalized

• Construction will begin soon at CERN

• Will be used in LS3 to extract ECAL
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CMS: attività detector phase-2

ENFOURNEUR

• Tool to insert and extract supermodules  
– just one now. Only half-detector at a time 

• Time for extraction now (half-detector): 
– 15 days to align enfourneur 

– 1 month to extract half detector  

• Extraction and insertion will take O(8 
months). Unacceptable (shut-down will 
last only two years) 

• Improve present enfourneur and build a 
second one 

• Tests with fake supermodules will take 
place in 2017 and 2018 

• Rome will contribute to the 
construction of the second enfourneur

11



CMS UPGRADE: SCHEDULE AND PERSONPOWER
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FTE/yr Years

Timing 2-3 2018-2026

ECAL HV 1.5-2 2018-2022

Enfourneur 1-1.5 2018-2021



ATLAS: NEW SMALL WHEEL (NSW)- PHASE 1
Upgrade of the innermost forward stations of the Muon Spectrometer to preserve same 
trigger and reconstruction capabilities also at the HL-LHC conditions → MicroMegas 
(MM) and sTGC chambers
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Sharing of the MM chamber construction

INFN (MoU 2014) 

Construction of 32 SM1 MM chambers 25%

Integration Test & Commissioning 12.8%

Trigger - sTGC PAD coincidence logic 100%

LV power (incl. cables to detector) 28.3%



MICROMEGAS - ACTIVITY @ ROMA1
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• Construction of the drift panel of the MM 
chambers in the Clean Room of the  
mechanical workshop 

• development of the Vacuum Bag Technique 

• production and QA/QC of 96 panels 
completed in April

• production of a few spares in July, then the 
activity will finish

• Rome 1 group also contributes to the MM 
assembling at LFN 
• tooling

• mesh gluing 

• cleaning and preparation of the panels for the 
MM assembling

vacuum bag for drift panel assembling

• INFN-ROMA 1 group 

• Cesare Bini  - MM Italian coordinator

• Franco Lacava - responsible of activity in 
the mechanical workshop

• Fabio Anulli - activity at LNF

• + contributions from ~ 10 physicists, 3 
technicians, 1 mechanical designer
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DESIGN AND REALIZATION OF THE TRIGGER BOARDS 
FOR THE PADS OF THE sTGC CHAMBERS 
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• Performs the trigger algorithm based on Pad-hit 
coincidence in the two quadruplets

• Selects the geometrical coordinate of the muon 
candidate to read the sTGC strips in the region of 
interest

• sTGC strip data are sent off-detector to the NSW 
Trigger Processor

• 32 board on the NSW rim (one per sector)

• ATLAS-Roma is responsible of this project 
(board design, FPGA firmware, commissioning and run 
data taking):

- Riccardo Lunadei, Riccardo Vari

• Board production (110 k€ from INFN) will be 
completed by summer 2019

• Test and commissioning in 2019/2020

trigger data

TTC, readout, configuration

NSW-TP

Felix

sTGC Pads 
data sTGC strips 

data



STATUS OF THE NSW PROJECT AND PROSPECTS FOR THE ROMA 1 GROUP 
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• Installation of the NSW-A during LS2 and of the NSW-C during the EYETS 2020-2021
• Tight schedule
• Delivery of MM chambers to CERN: INFN 8/32, other sites are behind (some critical issues)

The first Double-Wedge (4 chambers) at BB5Mechanical structures of the two wheels 

• Rome 1 group intends to intensify its participation to the following 
activities:
• chamber assembling and validation at LNF → summer 2020
• chamber integration at CERN → ~ summer 2021
• detector and trigger commissioning → Run3
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ATLAS will rebuild completely the trigger system, building a single hardware trigger level (L0) with 1 MHz output. 
The new L0 Muon Barrel trigger will have three main new features:
• A new Barrel-Inner (BI) layer of RPC triplet chambers, to recover acceptance holes caused by support 

structures and to add robustness against reduced efficiency of the legacy RPCs (that will be operated at 
reduced HV to avoid ageing limitations)

• All the hits will be sent off-detector to the FPGA-based processors, to allow for more sophisticated algorithms 
(see e.g. NN implementation on FPGA in backup) and more flexible logic to adapt to running 
conditions and physics requirements (e.g. triggers for Long Lived Particles).

• Hits from the precision MDT chambers (Drift Tubes) and the Tile Calorimeter will also be used in the L0 
trigger to confirm candidates from RPCs and improve the momentum resolution (sharper pT thresholds, 
possibility to cut on invariant mass for di-muons)

hole

Acceptance

New BI RPCs

TileCal

ATLAS: L0 MUON BARREL TRIGGER UPGRADE - PHASE 2

Legacy RPCs

Old System

New System

Acceptance



ATLAS L0 MUON BARREL TRIGGER SYSTEM
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• The 32 Sector Logic (SL) boards (one per each sector), 1096 Data Collector and 
Transmitter (DCT) boards (~35 per sector)

• DCT total cost: 3.75 MCHF (75% INFN, 25% Greece)
• SL total cost: 1.02 MCHF (100% INFN)
• Roma 1 is responsible of the full L0 Muon Barrel project

• Trigger algorithm simulation and performances studies
• Boards design and production
• FPGA firmware development
• Installation and commissioning
• DAQ and monitoring software and run data taking
• Offline software

• A small part of the BI RPC layer will be 
installed in the current shutdown 
(phase 1): the BI7/8 chambers (<10% of 
the total BI)



ATLAS L0 MUON BARREL TRIGGER - RESPONSIBILITIES, 
RESOURCES AND WORK PLAN
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• DCT and SL Specification Documents ready by summer 2019
• DCT and SL prototypes and Preliminary Design Review by early 2020
• Production completed in 2023
• DCT Installation time is 2 years, can be done if 50 DCTs per month are installed, requires at 

least two people full time in the cavern
•  INFN - Roma 1 people:

Bologna Napoli Roma1 Roma2 Greece Japan

Simulation & 
Performances x x

Design & 
production x x x

Firmware x x

Installation & 
Commissioning x

Testing x x

DAQ & 
Run data taking x x

Monitoring x x

Offline software x x

• Massimo Corradi - Simulation, performance studies (+ Muon 
Upgrade Project Leader)

• Simone Francescato (PhD) - Barrel Sector Logic firmware 
and simulation

• Stefano Giagu - Artificial Intelligence algorithms, offline SW 

• Iacopo Longarini (PhD) - DCT firmware and simulation

• Federica Riti (thesis) - Artificial Intelligence trigger algorithms

• Claudio Luci - DCT design, services  (+ L1 Muon Barrel 
responsible, Muon Run Coordinator)

• Riccardo Lunadei (technician) - Electronics design, testing, 
installation BIS78

• Antonio Policicchio - Simulation and offline SW

• Stefano Rosati - Offline SW ( + Muon Software Coordinator)

• Luigi Sabetta (PhD) - Artificial Intelligence trigger algorithm 
studies

• Francesco Safai - DAQ software

• Cristiano Sebastiani (PhD) - DCT firmware and simulation

• Riccardo Vari - L0 Muon Trigger responsible, electronics 
design, firmware BIS78 ( + NSW Pad Trigger responsible)

• Stefano Veneziano - ( + TDAQ Project Leader)



NEW RPC CHAMBERS
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• Contributing to the design of the layout of the new BI RPC 
chambers with the help of the mechanical design service    
(M. Corradi, T. Zullo)

• the challenge is to fit new RPCs in the small gaps left 
free in the original system

• Evaluating the possibility to take a responsibility 
in the construction of the new BI RPC chambers
• The BI upgrade involves Institutes from Italy, Germany, 

China, Hong Kong, Russia and Turkey
• INFN has a 33% share, most of the know-how and of 

the project responsibility, but relatively limited human 
resources (Roma-2, Bologna, Cosenza)
• a contribution from us would be very welcome… 

And of course we are very interested that these 
chambers work well, as they are the basis of the 
trigger system

1mm gap bakelite RPCs that exploit modern 
low-noise FE electronics to gain in rate 
capability, spatial and timing               
resolution (~1 mm, ~400 ps) 

A very interesting technology that has been 
proposed for experiments at future colliders

BIL RPC



ATLAS: HIGH GRANULARITY TIMING DETECTOR - PHASE 2
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•  The pileup density is larger than the longitudinal 
resolution of ITk (the new ATLAS tracker) in the 
end-cap region (pseudo rapidity > 2.4) 
• ITk longitudinal track impact parameter 

resolution in this region from 0.5 to 2 mm 
for a 5 GeV track: insufficient to assign 
tracks to vertices in an unambiguous way 

• An innovative detector with low occupancy <10%   (High 
Granularity) and time resolution < 30 ps per track (Timing 
Detector) is proposed in the forward region 

• LGAD (Low Gain Avalanche Detector) silicon 
sensors, 1.3x1.3 mm2 size with intrinsic time 
resolution of ~50ps (before irradiation) 

• Two(three) hits per track in the 2.4 <|η|<3.1 (3.1<|
η|<4.0) region 

• Time resolution < 30 ps per track 

• Italian groups already involved in R&D and performance studies: Milano, LNF
• Expression of interest from Rome 1 in module assembling and test

• 2020 - join the project
• 2022-2023 - production
• resources: 3 physicists + 2 technicians, 1 engineer (possible outsource), clan room, automatic wire-bonding 

machine (possible outsource) 



SUMMARY
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Phase 1 Phase 2

LHCb

Monitoring electronics and FE 
configuration and software for muon 

spectrometer upgrade

Test and construction of μRwell 
chambers

Online luminosity measurement

CMS

Barrel timing detector: in charge of 
choosing crystal producer; full-

fledges  crystal characterization @ 
Segré

Barrel ECAL: in charge of testing, 
ordering and maintaining new HV 

system; contribute to designing and 
building second enfourneur

ATLAS

NSW:  construction of the drift 
panels for the SM1 module of the 

MM chambers and assembling 
activity at LNF; design and 

realization of the pad trigger board 
for the sTGC chambers

L0 Muon Barrel project: responsible 
of the project

NSW: chamber integration at 
CERN, test of the trigger boards at 

CERN, software and firmware 
development; detector and trigger 

commissioning

New BI RPCs: take a responsibility 
in the construction of the chambers

HGTD: contribute to module 
assembling and test

*expression of interest



EXTRA



MATHUSLA
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• Use HL-LHC to explore the lifetime frontier set by Nucleosynthesis after Big Bang (BBN) at cτ≲ 107-8 m

• With LHC detectors after HL-LHC (~3ab-1) reachable upper limit  is ~103m → need a detector really far 
away from interaction point, with no background to access lifetimes at the BBN limit

100m

10
0m

20m

200m

QCD hadrons
stopped in rock

SIGNAL:
neutral

LLP

DV

High-energy
muon from LHC

Cosmic Rays
(charged particles)

Scintillator
surrounds
detector

Multi-layer
tracker in the roof

LHC beam pipe

ATLAS
or CMS

Surface

Air

charged
particles

LLP

DV

• MATHUSLA: MAssive Timing Hodoscope for Ultra Stable neutraL pArticles
• a large surface (10% geometrical acceptance),  20m hight detector to be installed at the 

ground level over ATLAS/CMS detector              
• top surface instrumented with a tracking system (RPC or polystyrene scintillator strips, with 

~1cm and <1ns resolution), scintillators surround the detector
• observe tens of long-lived neutral particles decaying in the detector volume with lifetime at the BBN limit in ~3ab-1

• Proposal presented to LHCC and European Strategy (CERN-LHCC-2018-025 and arXiv:1901.04040)
• Roma2 and Lecce involved in the project 
• Roma 1:  Antonio Policicchio (tracking, RPC data unpacking for test stand)
• Henry Lubatti is currently visiting professor @ Sapienza



BACKUP



ATLAS - NSW
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ATLAS MUON SPECTROME TER UPGRADE
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• Muons in final state → distinctive signature for many physics processes which led to the discovery of the Higgs boson and 
searches for new phenomena 

• High background rate as high as ∼15 kHz/cm2 s can be reached in the most forward region at luminosities between 2 and 
7×1034cm−2s−1, during LHC Run-3 and HL–LHC → new detector technologies  needed as MDTs can support rate of 
510-770 Hz/cm2  


• Moreover fake muon trigger rate needs to be reduced (it is as high as 60Hz (75Hz allowed at L1!): add a second trigger 
measurement in endcap will reduce enormously the fake rate

• Characteristics of the replacement detectors: 
• cope with high charged particle flux 

( 15kHz/cm2) in variable magnetic field 

• <100μm spatial resolution (with incidence 

angle of 45°) 

• good time resolution ~4-5 ns

• able to provide online (trigger) segments 

with a 1 mrad accuracy

• high radiation hardness 

Combination of 
sTGC and 
MicroMegas 
detector planes 
 

�27



sTGC and MicroMegas
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MicroMegas (I)
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• A MM consists in two gas gaps electrically separated by a metallic mesh: a few mm 
conversion and drift gap, where charged particles ionize the gas (Ar:CO2,93:7), and a very thin 
gap (128 μm) for the amplification, where the avalanche of electrons is produced and 
collected on the resistive strips


• The resistive strips serve as protection to minimize the effect of sparks by limiting the spark 
currents


• Signals are induced via capacitive coupling to the readout strips 




MicroMegas (II)
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• The basic element of the resistive MM structure is the anode (or readout) board. 

• This is produced starting from a 0.5 mm thick FR4 printed circuit board (PCB) with etched copper strips, on which a 50 μm thick 

KaptonR foil is glued, comprising carbon resistive strips deposited by screen printing

• Typical values of the local resistivity are in the range of 10-20 MΩ/cm 

• A pattern of 128 μm high pillars with a diameter of 300 μm is created using photolithography 

• The pillars are required to hold the metallic mesh at the correct distance from the strips, in order to form the amplification gap 

• All readout boards have trapezoidal shapes. Depending on the module type and PCB position, the readout board dimensions 

vary from 40 cm up to 2 meters, with a constant height of about 45 cm. There are 1022 strips per board, with a pitch of 425 
(450) μm for small (large) modules


• To form the MM quadruplets, the readout boards are assembled on two readout panels 

• A MM quadruplet consists of three drift panels, two readout panels and four gas gaps, created by spacer bars around the 

detector perimeter

• The readout boards are disposed in a “back-to-back” configuration on the readout panels: one of them is equipped with eta-

strips (parallel to the bases of the trapezoid), while the readout boards with stereo strips are assembled in the second panel

• The drift panels integrate the copper cathode plane, the meshes, and the gas distribution system; one central double sided and 

two external drift panels, sustaining the stainless steel mesh, are coupled to the two readout panels to form the four gas gaps. In 
each gas gap the mesh separates the drift and amplification gaps, of 5 mm and 128 μm, respectively




MicroMegas: PERFORMANCE
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• High radiation hardness

• Time resolution: 2-5 ns

• Space resolution: <100 μm for 90° 

crossing particles 

• For different angle the micromegas 

can be used as a micro-TPC (μ-
TPC) 




ATLAS - L0 TRIGGER
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ATLAS L0 MUON BARREL TRIGGER - USE CASE
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• Exploiting the new FPGA processor is possible to use a fast ternary Convolutional 
Neural Network (tCNN) for the Level-0 muon trigger

Neural Networks on FPGA

Output 
Regression on  
- pT of leading and subleading muons 
- η of leading and subleading muons

- number of muons 

Input 
RPC strips arranged in an image-like matrix                  
(9 gas gaps x 384 η intervals)

η sector image
FPGA

• Good performance on physical 
quantities obtained


• Working on synthesis and implementation 
of FPGA firmware
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ATLAS - HIGH GRANULARITY TIMING DETECTOR 
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DETECTOR DESIGN
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9k moduli da produrre, assemblare e integrare



SENSORS
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INCOLLAGGIO E WIRE BONDING
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from Marumi Kado



LHCB
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μRWELL CHAMBERS

• The μ-RWELL is composed of only two elements: 
the μ-RWELL_PCB and the cathode defining the gas 
gap

• The μ-RWELL_PCB, the core of the detector, is 
realized by coupling: 

• a WELL patterned foil acting as amplification 
stage 

• a resistive layer for discharge suppression         
w/surface resistivity ~ 10 100 MΩ/☐- different 
current evacuation schemes can be implemented

• a standard readout PCB 
•

• Applying a suitable voltage between the top Cu-
layer and the Diamond Like Carbon (DLC),  the 
“WELL” acts as a multiplication channel for the 
ionization produced in the drift gas gap

• The main effect of the introduction of the resistive 
stage is the suppression of the transition from 
streamer to spark, with a consequent reduction of 
the spark-amplitude 

• The μ-RWELL seems to be a valuable option for 
the upgrade of R1-R2- R3 regions of the Muon 
apparatus


