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INEN A bit of history - Monarc and LHC GRID
(e

* In 1998 MONARC project defined tiered , |
architecture deployed later as LHC
Computing Grid

— adistributed model
* Federate national and international grid initiatives

* Integrate existing centres, department clusters,
recognising that funding is easier if the
equipment is installed at home

\

* local physics groups have more influence over how E» &»

N

local resources are used, how the service evolves
— a multi-Tier model

 Static strict hierarchy. Multi-hop data flows . .
. Hierarchy in data placement.
* Network costs favour regional data access. Lesser demands | pata flow via the hierarchy

on Tier2 networking
 Static data pre-placement
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The LHC WLCG Tier Model

WLCG is a distributed computing infrastructure to provide since
early 2000 computing and storage for the LHC experiments

Tier-2 sites
(about 160)

Tier-1 sites

167 sites in 44 countries

Tier-0 (CERN):
*Data recording
*|nitial data reconstruction
e Data distribution
Tier-1 (11 centres):
*Permanent storage
*Re-processing
*Analysis
Tier-2 (~160 centres):
e Simulation
* End-user analysis
* Permanent and secondary
storage

~ 1 M CPU cores -~ 1 EB storage — 10/100 Gbps links - > 2 M jobs/day
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INFN The Evolution of the CMs

e CM are not static. Continuous evolution

I)I

— since the beginning of the data taking, the “ideal” CMs have been
replaced by realistic ones exploiting the technology and infrastructure
improvements

* In Run-1and Run-2 the LHC experiments have been able to cope
with an unforeseen amount of data transferred and analysed

> 300k concurrent jobs per day > 10 PB processed per week
Data volumes processed per week by project, PB
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L,if,] Evolution in Networking

Network is as important as site infrastructure:
Key point to optimize storage usage and jobs brokering to sites

— At the beginning network was the bottleneck. The
hierarchical model was based on the assumption
of a rather limited connectivity between g ling modls <
computing centres. Only links between well
connected sites (TierO and Tierls) were dedicated
to cover fundamental roles.

Network capacity improved very fast

 WAN is very stable and performance is very good

— It allows to relax MONARC model: migration from hierarchy to full mesh model: sites are all
directly interconnected and independent of the Tierls

 Data management based on popularity concept
— Dynamic storage usage
— Reduction of data replicas. Only data really needed is sent (and cached)
* Network awareness

— Workload management systems and data transfers will use networking status/performance
metrics to send jobs/data to sites

This is what happened
in Run-2 (2016-2018)




Istituto Nazionale
di Fisica Nucleare

LHC is the main consumer of the grid resources shared among many
experiment (>> 90% of the accounted computing capacity)
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. LHC / HL-LHC Plan
(e

LHC HL-LHC

LSt EYETS LS2 14 TeV LS3 14 TeV
13 TeV energy
5t07x
splice consolidation INJECTOR UPGRADE cryolimit HL-LH nominal
7 TeV 8 TeV button collimators TDIS absorber interaction . C luminosity
R2E project 11T dipole & collimator regions installation

Civil Eng. P1-P5

2011 | 2012 ’ 2013 ‘ 2014 | 2015 ’ 2016 | 2017 | 2018 2019 ’ 2020 ’ 2021 | 2022 ’ 2023 | 2024 | 2025 ’ 2026 ||||H ‘ ” 2038
ATLAS - CMS radiation
experiment upgrade phase 1 damage ATLAS - CMS
‘ beam pipes 2 x nom. luminosity 2.5 x nominal luminosity upgrade phase 2
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luminosity | /_ upgrade
- int ted
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ATLAS

EXPERIMENT

HL-LHC tt event in ATLAS ITK
at <p>=200
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CHF/HS06 Price/performance evolution of installed CPU servers (CERN)
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S. Campana — ESPP 2019

1 Comparable data Storage
FA' R VO|ume to LHC Bl Raw data (Tape)
A Data
FAIR Disk Storage Reguirements 60} | N MC
200 Bl Analysis
r\ll DEEPUNDERGROUND | = DB @
n- NEUTRINO EXPERINENT |3 =

&0 20
DUNE foresees to produce :;
~70PB/year in the mid 2020s Cop1 IR i I | Pt SeS] [

Y. Kato @ HOW 2019

J. Eschke @ ESCAPE kick-off
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Future is not only LHC

LHC Science Facebook

data uploads
~200 PB 180 PB

50 PB raw data

Google
Internet archive
~15 EB

Google
searches
98 PB

Yearly data volumes

SKA Phase 2 — mid-2020’s
~1 EB science data

SKA Phase 1 -
2023
~300 PB/year
science data

HL-LHC - 2026
~600 PB Raw data

HL-LHC - 2026
~1 EB Physics data
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Computing Road toward HL-LHC

 HEP Software Foundation delivered in 2018 a Community White Paper
identifing the main challenges in HEP computing and defining the
roadmap for Software and Computing evolution

 WHLCG Strategy Document for HL-LHC proposed by WLCG in 2018

WLCG Strategy

/

Strategy &

Review of

Progress

S. Campana — LHCC 2019

Computing
TDR (tbd)

Update/progress

egy Update
“ZDR" for FA's

report/review (tbd)

/ | Resources ramp up >

<

Run 3 >< LS3 > Run 4 >

We propose a review of the strategy and the progress made in Spring 2020. We suggest to

start the preparation soon (identify dates, possible reviewers, charge). We presented some

suggestions in the past which we are happy to re-iterate

G. Carlino - Bari, Recas Workshop
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INFN

(s

* Modern hardware landscape is heterogeneous.
Efficient usage will be mandatory in the future

e So far, up to 25% of resources used by LHC
experiments are not GRID:
— Cloud Computing (commercial)
— High Performance Computing
— HLT farms
* Challenges: heterogeneous interfaces, network,

operational effort, data management

ATLAS CPU usage in 2018

B Grid

All sites
I Cloud
Special cloud
HPC
Special HPC

Aug Oct Dec

Feb Apr Jun
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LHCb HLT farm in 2018 shutdown

MC simulation
12 Weeks from Week 53 of 2017 to Week 12 of 2018

2018-03-18

2018-03-04

2018-01-07 2018-01-21 2018-02-04 2018-02-18

CMS running jobs in jan/feb 2016

@dash

Runnirbg jobs
30 Days from 2016-01-11 to 2016-02-11
0,000 T T T T

Via Fermilab
HEPCloud:

CMS Amazon Web
Services (AWS)
Usage

Fermilab Tier-1

2160204 20160207 20160210

20 2160023 20160126 20160129 2160201

Google, Amazon via HepCloud Azure via DoDas
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https://indico.cern.ch/event/651398/contributions/2652141/attachments/1488496/2312670/HEPCloud_Lessons_Learned.pdf
http://indico4.twgrid.org/indico/event/4/session/26/contribution/36/material/slides/0.pdf

INFN High Performance Computers
(@

HPCs are already in HEP computing and the usage will grow because of major Funding
Agencies requirements (HPC as pledge capacity) and EU projects funding (EuroHPC)

This has a cost:

 HPC systems heavily rely on the accelerator power. No use of accelerators, no running on
exascale machines

« HPC systems heterogeneous themselves

* sw issues: portability to non X86, usage of accelerators
* Experimental framework evolution to offload code on CPUs and accelerations transparently
 Dedicated investment of effort on edge services and tools (sw distribution, workload and data

management)

Cost effective if we are able to have stable allocations not just backfill

But ..

From the discussion summary: S. Campana — LHCC 2019

We experiments think that, while on our side we are committed to do our best, we should
be facihitated by the FAs in these aspects. The best approach would be to have HEP
experts to be part of the definition process of both architectures and policies, having
hence the HEP use case as a first-class citizen for HPCs. Sadly, this 1s not happening
today, with HEP entering the game only when HPC machines have already been built and
put into production.
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Usage of new heterogeneous resources is not enough

Evolution of experiment software and models

Simulation and Reconstruction evolution:
fast vs full

Fast vs Full simulation:
Run 3: 50% of simulation with fast sim
Run 4: 75% of simulation with fast sim
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Experiment sw and model evolutions

IN F N
Opportunistic disk storage not available
Solution from physics
New Storage Model .
* Analysis models
7 S L B AL B AL * Most disk space used by analysis formats
2 - ATLAS Prellmma ; i
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ATLAS model for Run3/4:

of NANO per year

* Instead of a plethora of analysis format, only DAOD_PHYS (miniAOD):
50 kB/event and DAOD_PHYSLITE (nanoAOD): 10 kB/event

Only 1 DAOD for MC and Data (only 20 for CP and sys studies)

AOD on tape (data carousel)
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Storage consolidation

nnnnnnnnnnnnnnnnn
|||||||||||||||

Opportunistic disk storage not available - Data is the main asset of HEP |

Computing Model evolution in order to introduce changes in the
way we use and manage storage.
 Resource optimization to improve performance and efficiency and

simplify operations

Storage consolidation based on a Data Lake Model

Separation of compute and
storage services. Higher
specialization and
improvement in reliability
and operations

Storage costs reduction:
global redundancy vs local
redundancy, QoS, economy
of scale
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DOMA projects — Data organization, Management, Access
 Aset or R&D activities evaluating components and techniques to
build a common HEP data cloud

The different Data Lakes worldwide forms an universal storage infrastructure

e A Data Lake is composed of Compute Centers, Data and Compute Centers

and at least one Archive Center.

o DCC provide large disk storage without the need for local redundancy. Implement QoS
endpoints.

O  CC provide computing resources and access data from the Data Lake through:

m Cache: data is accessed through a latency hiding cache, all data flow through this cache (ie. proxy
behavior)
m Direct Access: data is accessed directly relying on latency hiding capabilities at the client-side (ie.
read-ahead)
o AC provide tape or tape-equivalent-QoS able to provide long term data archive and a
proportional Staging Area.

X. Espinal- HSF & WLCG Workshopo 2019
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Datalake conceptual overview: data storage, distribution and access

- Disk failures estimation: only 1% of data will be fetched outside the local datalake - Efficiently hide latencies with buffering at the client side and access through XCache - Implementation of Storage Quality of Service

CCC

Compute Center

w/cache

Data and Compute -
Center
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iter
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—_ Local access (hitp/xroot). Client buffering + file on the site cache

E—_ Direct access (http/xroot). Client buffering + remote /O
——yp  Local cache miss (hitp/; ). Client buffering + file streaming from DCC

———p  Datalake miss (file loss). Client buffering + datalake copy + file streaming from DCC
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Datalakes, latency hiding and caching - Xavier Espinal (CERN)

Some Data Lakes are foreseen (>1 — USA, EU, Asia Pacific at least)
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Conclusions

Computing and Storage needs of LHC, HEP and non HEP experiments
in the next decade will be one order of magnitude higher of what
current computing models and technology evolution can guarantee

e The WLCG and HSF communities are working hard to:
— Evolve compute models
— Optimize experiment software and middleware
— Use efficiently heterogeneous resources in transparent ways

* Role of Italy
— Active participation in international activities (experiments, EOSC,

— Italian projects (IDDLS, PON IBISCO, ....) to evolve the Italian scientific
computing infrastructure towards the HL-LHC models



