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Physics Motivation for the EW probes
❖ Electroweak bosons are unmodified by the hot and dense 

medium created in nucleus–nucleus collisions, 
❖ Their leptonic decays pass through the medium without 

being affected by the strong interaction. 
❖ Therefore, electroweak boson productions well 

“conserved” the initial conditions of the collisions, can be:
❖ used to probe (cold) nuclear effects and constraint nPDFs 

for Bjorken-x from ~10-4 to 1 at Q2 ~ 104 GeV2

❖ and can be used as a calibration of the nuclear 
modification factor of other processes:  

               !
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Direct Photons

Direct photons sensitive to
gluon PDF

LHCb has access to direct
photon production at low x in
unexplored kinematic territory

Low-pT (. 5 GeV) direct
photons are most sensitive 10
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LHCb provides unique datasets for Heavy Ion 
physics studies.

!3Event display from the first lead-lead LHC collisions in 2018
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The LHCb detector is special
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Vertex Detector
reconstruct vertices
decay time resolution: 45 fs
Impact Parameter 
resolution: 20 μm

RICH detectors 
K/π/p separation 
ε(K→K) ~ 95 %, 
mis-ID ε(π→K) ~ 5 % 

Dipole Magnet 
bending power: 4 Tm 

Calorimeters 
energy measurement  
e/γ identification  
∆E/E = 1 % ⨁10 %/√E (GeV) 

Muon system 
μ identification 
ε(μ→μ) ~ 97 %, 
mis-ID ε(π→μ) ~ 1-3 % 

Tracking system 
momentum resolution 
∆p/p = 0.5%–1.0% 
(5 GeV/c – 100 GeV/c) 

20m

12
m

[ JINST 3 (2008) S08005 ]  
[ IJMPA 30 (2015) 1530022 ] 

❖ LHCb is the only detector 
fully instrumented in 
forward region

❖ Unique kinematic coverage

❖ A high precision device, 
down to very low-pT, 
excellent particle ID, 
precision vertex 
reconstruction and 
tracking.

2 < η < 5
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LHCb running modes and kinematic coverage
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Figure 1. Ion physics running modes and kinematic coverage of LHCb

based on information from the calorimeter and muon systems, followed by a software stage, which
applies a full event reconstruction.
Figure 1 (left) shows the heavy-ion operation modes of the LHCb experiment. With colliding beams,
p-Pb and Pb-Pb collisions can be studied at nucleon-nucleon centre-of-mass energies in the multi-TeV
regime. In addition, the LHCb SMOG system (System for Measuring Overlap with Gas) [6] allows
to inject small amounts of gas into the beam vacuum. Initially designed for luminosity determination
based on beam-profile measurements by means of beam-gas interactions [7], the SMOG system enables
in addition the study of fixed target interactions with p-A and Pb-A collision at nucleon-nucleon centre-
of-mass energies of O(102)GeV. The possibility of doing fixed target physics was first demonstrated
by recording p-Ne collisions in parallell to a test of the SMOG system during in the 2012 p-Pb pilot
run [8], showing that LHCb is able to span the physics from SPS and RHIC energies to the LHC in
a single experiment. The phase space where particle production measurements can be performed is
sketched in Fig. 1 (right). For symmetric configurations the detector has forward coverage between 2
and 5 units in rapidity for all centre-of-mass energies. In fixed target mode, with the forward direction
defined by the beam particle, the coverage is central to slightly backward, depending on the beam
energy and type of projectile. For p-Pb collisions, depending on the orientations of the beams, both
the forward and the backward hemisphere can be probed.

3. Proton-lead collisions

Analyses of p-Pb collisions performed to date by the LHCb collaboration cover quarkonium production
[9–11], Z-boson production [12], D0 production [13] and the study of long-range near-side correlations
in high multiplicity events [14].
Because of space limitations, the following focuses on charm production measurements in p-Pb
collisions, where J/ and  (2S) mesons are reconstructed via decays into two muon final states. Here
the excellent performance of the LHCb vertex detector allows to disentangle prompt from secondary
production via b meson decays by means of the so-called pseudo proper-time tz = Lzm/pz, where
Lz is the distance between primary vertex and secondary vertex along the beam direction z, pz is
the momentum component of the charmonium candidate along z and m the known mass of the
charmonium state. Figure 2 illustrates how prompt and delayed components are disentangled [9].
Signal and background are separated by means of the invariant mass. The sPlot technique [19] is
used to determine the lifetime distribution of the background, which is then fixed in the fit to the tz

distribution that determines the prompt and delayed components.

2

Collider mode:  
          Forward and backward coverage 
Fixed-target mode:  
          Central and backward coverage 
          √sNN:  69 - 110 GeV, fills the gap between 
          SPS (20 GeV) and RHIC (200 GeV) energy 
          scales

Kinematic Acceptance
LHCb running modes and phase space coverage
q LHCb can operate in parralel collider mode or fixed target mode

Collider mode

Fixed target mode

p

p

Pb Pb Pb

Pb
Gas 

(He,Ne, Ar…) Gas (Ne, Ar)

sNN =110 GeV sNN = 69 GeV

sNN = 5.0 TeVsNN = 8.2 TeV

3

q Kinematic acceptance pp and p-Gas
pPb and Pbp
PbPb and Pb-Gas

Collider mode: forward/backward coverage
Fixed target mode: Central and backward coverage

Energy between SPS and RHIC

Bridge the gap from SPS to LHC with a 
single experiment

Collider Mode

Fixed-target Mode
(SMOG)

Both the collider mode and fixed-target mode 
running at the same time:
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Data samples
❖ Colliding beam mode (pPb and PbPb):

❖ Fixed Target mode (SMOG): 
❖ √sNN: 69-110 GeV 
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Z
Ldt ⇠ 5nb�1 ⇥ (protons on target)

1022

⇥ pgas
2⇥ 10�7mbar

⇥ Exp e�ciency

Z
Ldt ⇠ 5nb�1 ⇥ (protons on target)

1022
(1)

⇥ pgas
2⇥ 10�7mbar

⇥ Exp e�ciency (2)

(3)

Table 1: default

2013 2016 2015 2017 2018p
sNN 5.02 TeV 8.16 TeV 5.02 TeV 5.02 TeV 5.02 TeV

pPb Pbp pPb Pbp PbPb XeXe PbPb
L 1.1 nb�1 0.5 nb�1 13.6 nb�1 20.8 nb�1 10 µb�1 0.4 µb�1 ⇠ 210 µb�1

1
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Setups for proton-ion collisions

❖ Rapidity coverage in center of mass frame considers a rapidity shift of about 0.47 w.r.t. the lab 
frame coverage 2.0 < y < 4.5

❖ Common range for the measurements: 2.5 < |y*| < 4.0 
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p

p

Pb

Pb
p-Pb

Pb-p

❖ Forward production:

❖ Center of mass rapidity coverage:  
1.5 < y* < 4.0

❖ L = 13.5 nb-1

❖ Backward production:
❖ Center of mass rapidity coverage:  

- 5.0 < y* < -2.5

❖ L = 20.8 nb-1
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The LHCb EW probe results and projections

❖5 TeV pPb  Z boson production  
【JHEP09(2014)030】

❖8 TeV pPb Z boson production  
【Work in progress, only projection is shown】

❖Projections of pPb Drell-Yan production at Run 3 and 4:  
【LHCb-CONF-2018-005】

!8
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5 TeV pPb  Z boson production 
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Figure 1. Invariant dimuon mass distribution of selected Z candidates in (a) the backward and
(b) the forward sample are shown by the black data points with error bars. The red line shows the
distribution obtained from simulation using Pythia8 with the MSTW08 PDF set normalised to
the number of observed candidates.
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Figure 2. Rapidity distribution of selected Z candidates in (a) the backward and in (b) the
forward sample are shown by the black data points. The red line shows the distribution obtained
from simulation using Pythia8 with the MSTW08 PDF set normalised to the number of observed
candidates. The top x-axis shows the rapidity, yLab, in the laboratory frame, the bottom one the
rapidity, y, in the centre-of-mass frame.

plicity in proton-lead collisions. The reweighting is performed using the observed ratio of

the track multiplicity distributions of events containing J/ψ candidates in proton-lead and

proton-proton collisions.

4 Purity and efficiency determination

The purity estimation considers two background sources. The first comprises candidates

where at least one of the muons is a misidentified hadron. This background source is

expected to have the same absolute abundance in oppositely charged as identically charged

dimuon combinations and the relative fraction is estimated from the number of candidates

observed in a sample of same-sign candidates and amounts to about 0.16%.

– 4 –

【JHEP09(2014)030】

❖ 5 TeV pPb (2013 dataset)  Z boson production
❖ Integrated luminosity:  forward (1.099 ± 0.021 nb-1)   / backward(0.521 ± 0.011 nb-1)
❖ Yields: backward (4 events)  / forward (11 events)
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5 TeV pPb  Z boson production 
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Figure 3. Experimental results and the theoretical predictions for the Z→ µ+µ− production cross-
section. The inner error bars of the experimental results show the systematic uncertainties. The
uncertainties on the theoretical predictions are negligible compared to those on the experimental
results.

where β is the correction factor for the difference in the detector acceptance of the muons

between the forward and backward directions. It is evaluated using NNLO Fewz calcula-

tions to be β = 2.419+0.127
−0.000(theo.)± 0.008(num.)+0.009

−0.010(PDF), where the first uncertainty is

from the variation of the renormalisation and factorisation scale, the second the numerical

and the last the uncertainty from the PDF uncertainties. The scale variation always leads

to an enhancement of β.

The numbers of candidates in the common y range are 2 in the forward and 4 in the

backward samples. The measured value for RFB is

RFB(2.5 < |y| < 4.0) = 0.094+0.104
−0.062(stat.)

+0.004
−0.007(syst.),

where the first uncertainty is statistical, defined as the 68% confidence interval with sym-

metric coverage. The 99.7% (i.e. 3σ) confidence interval with symmetric coverage is

[0.002, 1.626] whereas the asymmetry of the interval around the central value is due to

non-Gaussian statistical uncertainties. The second uncertainty is systematic and includes

also the uncertainty on the acceptance correction factor β. The systematic uncertainties

between the forward and the backward directions on the purity and the reconstruction, se-

lection, trigger and muon-identification efficiency are assumed to be fully correlated. The

probability to observe a value of RFB no larger than that measured, assuming no nuclear

modifications (i.e. the true value is RFB = 1), is 1.2 %. This corresponds to a deviation

with a 2.2σ significance. The probability is estimated with a toy Monte Carlo assuming

Poissonian distributions for the number of candidates.

– 8 –

【JHEP09(2014)030】
❖ cross-sections in acceptance:  

60<mμ+μ− <120 GeV,  
pT(μ±)>20GeV,  
2.0<η(μ±)<4.5 

❖ Results:
❖ Forward:

!
❖ Backward:
!
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Source Forward Backward

Sample purity 0.5% 0.5%

GEC efficiency 0.0% 1.9%

Candidate efficiency 8.4% 8.7%

Multiplicity reweighting 1.5% 2.0%

Luminosity 1.9% 2.1%

Total 8.8% 9.4%

Table 1. Systematic uncertainties in the cross-section calculation for σZ→µ+µ− . The uncertainties
on ρ and εcand are assumed to be fully correlated between the forward and the backward sample.

distributions between events containing J/ψ and those containing Z candidates

using data from pp collisions at
√
s = 8TeV are taken into account.

3. The uncertainty on the candidate efficiency includes the uncertainties on the

reconstruction, selection, trigger and muon-identification efficiencies. It is based on

the statistical uncertainty of the measured efficiencies as well as on the uncertainty

of the muon pseudorapidity spectrum from simulation used to obtain the average

efficiency values.

4. The uncertainty on the track multiplicity reweighting is assigned as the relative

difference in the ratio ρ/εcand with and without applying the reweighting in the

determination of the purity as well as the reconstruction, selection, trigger and

muon-identification efficiencies.

5. The uncertainty on the luminosity is based on the statistical and systematic

uncertainties of the calibration method mentioned in section 3.

All systematic uncertainties are listed in table 1 and are added in quadrature to give the

total systematic uncertainty as they are considered uncorrelated.

6 Results

The Z production cross-sections in proton-lead collisions measured in the fiducial region

of 60 < mµ+µ− < 120GeV/c2, pT(µ±) > 20GeV/c and 2.0 < η(µ±) < 4.5 are

σZ→µ+µ−(fwd) = 13.5+5.4
−4.0(stat.)± 1.2(syst.) nb

in the forward direction, and

σZ→µ+µ−(bwd) = 10.7+8.4
−5.1(stat.)± 1.0(syst.) nb

in the backward direction. The first uncertainty is statistical, defined as the 68% confidence

interval with symmetric coverage assuming that the number of candidates follows a Poisson

distribution, and the second uncertainty is systematic.
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1.53 < y*(Z) < 4.03 -4.97 < y*(Z) < -2.47 



Hengne Li,  4-6 September 2019                                                                                     Second LHCb Heavy Ion Workshop, Cagliari, Italy

Compare with other experiments
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Figure 3. Experimental results and the theoretical predictions for the Z→ µ+µ− production cross-
section. The inner error bars of the experimental results show the systematic uncertainties. The
uncertainties on the theoretical predictions are negligible compared to those on the experimental
results.

where β is the correction factor for the difference in the detector acceptance of the muons

between the forward and backward directions. It is evaluated using NNLO Fewz calcula-

tions to be β = 2.419+0.127
−0.000(theo.)± 0.008(num.)+0.009

−0.010(PDF), where the first uncertainty is

from the variation of the renormalisation and factorisation scale, the second the numerical

and the last the uncertainty from the PDF uncertainties. The scale variation always leads

to an enhancement of β.

The numbers of candidates in the common y range are 2 in the forward and 4 in the

backward samples. The measured value for RFB is

RFB(2.5 < |y| < 4.0) = 0.094+0.104
−0.062(stat.)

+0.004
−0.007(syst.),

where the first uncertainty is statistical, defined as the 68% confidence interval with sym-

metric coverage. The 99.7% (i.e. 3σ) confidence interval with symmetric coverage is

[0.002, 1.626] whereas the asymmetry of the interval around the central value is due to

non-Gaussian statistical uncertainties. The second uncertainty is systematic and includes

also the uncertainty on the acceptance correction factor β. The systematic uncertainties

between the forward and the backward directions on the purity and the reconstruction, se-

lection, trigger and muon-identification efficiency are assumed to be fully correlated. The

probability to observe a value of RFB no larger than that measured, assuming no nuclear

modifications (i.e. the true value is RFB = 1), is 1.2 %. This corresponds to a deviation

with a 2.2σ significance. The probability is estimated with a toy Monte Carlo assuming

Poissonian distributions for the number of candidates.
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【JHEP09(2014)030】

40 CMS Collaboration / Physics Letters B 759 (2016) 36–57

Fig. 2. Differential cross section of the Z bosons in pPb collisions as a function of 
rapidity in the fiducial region for the combined leptonic decay channel. Colored 
boxes are predictions from the mcfm generator, scaled by 208 (see text), and using 
nuclear (EPS09 and DSSZ) or free (CT10) PDF sets. The bottom panel shows the ratio 
of the data and the nPDF predictions to the CT10 PDF set. The vertical bars (boxes) 
represent the statistical (systematic) uncertainties.

This measurement has an uncertainty of about 5% from the ex-
trapolation of the detector acceptance to the full phase space. The
powheg+pythia 6 generator after scaling predicts 136.1 ± 6.8 nb, 
which is consistent with the measured value.

Fig. 2 shows the differential cross section of the Z bosons in the 
fiducial region in pPb collisions as a function of rapidity. The lumi-
nosity normalization uncertainty of 3.5% is not shown. The mcfm
theoretical predictions, both with and without nuclear modifica-
tion, are consistent with the measured differential cross section 
within uncertainties. The corresponding rapidity dependence pre-
dicted by powheg+pythia 6 for pp collisions agrees with the mcfm
calculation for pN collisions using the CT10 PDF set without nu-
clear modification, showing that any dependences on isospin or 
the PDF set are within the theoretical uncertainties.

Nuclear effects are expected to modify the rapidity distribu-
tion asymmetrically and thus they can be further quantified by 
the forward–backward asymmetry defined in Eq. (1). This quantity 
is expected to be more sensitive to nuclear effects [24] because 
normalization uncertainties cancel both in theory and in experi-
ment. Fig. 3 shows the measured forward–backward asymmetry as 
a function of |ycm| compared to the mcfm predictions with and 
without nuclear modification.

While being consistent with the three theoretical predictions 
shown, the data tend to favor the presence of nuclear effects in 
PDFs. The ATLAS collaboration reached similar conclusions from 
their Z boson measurement [19]. Together with the measured 
W boson production in pPb collisions [17], these results can re-
duce the nPDF uncertainties by adding new data to the global fits 
in a previously unexplored region of the (Q 2, x) phase space.

In order to quantify the agreement between the measurements 
and the predictions with the different PDF sets, a χ2 test is per-
formed for the rapidity-dependent differential cross section and 
the forward–backward asymmetry. The few correlations in the ex-
perimental uncertainties, only relevant for the cross section but 
not for the asymmetry, are taken into account, as well as the cor-
relations in the theoretical uncertainties. The resulting χ2 values 
and probabilities are given in Table 2. The theoretical calculations 

Fig. 3. Forward–backward asymmetry RFB distribution of the Z bosons in pPb colli-
sions as a function of rapidity in the fiducial region for the combined leptonic decay 
channel compared to the predictions from the mcfm generator with nuclear (EPS09 
and DSSZ) or free (CT10) PDF sets. The bottom panel shows the ratio of the data 
and the nPDF predictions to the CT10 PDF set. The vertical bars (boxes) represent 
the statistical (systematic) uncertainties.

Fig. 4. Differential cross section of the Z bosons in pPb collisions as a function of 
transverse momentum in the fiducial region for the combined leptonic decay chan-
nel compared to the prediction from the powheg+pythia 6 generator scaled by the 
number of nucleons in the Pb nucleus. The vertical bars (boxes) represent the sta-
tistical (systematic) uncertainties. The 3.5% luminosity uncertainty is shown in the 
ratio plot as a hashed band together with the assumed 5% theoretical uncertainty, 
shown as a yellow band. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.)

including nuclear effects provide a somewhat better description of 
the measurements.

Fig. 4 shows the differential cross section as a function of pT
in the fiducial region. The results are compared only to theoretical 
predictions from powheg+pythia 6, because the expected nuclear 
modification of the pT spectrum is small compared to the uncer-
tainties in the theory [21,22]. No large deviations are found from 
the theoretical cross sections, apart from the lowest dilepton pT
bins where the differences from powheg+pythia 6 are similar to 
the ones observed in the pp measurements at 7 TeV [2,4].

【PLB759(2016)36-57】

Z BOSON PRODUCTION IN p + Pb COLLISIONS AT . . . PHYSICAL REVIEW C 92, 044915 (2015)

TABLE III. The measured integrated cross section (in nb) for several rapidity ranges, for Z → µµ, Z → ee, and the combined Z → ℓℓ.
The first uncertainty listed is statistical, and the second systematic. There is an additional 2.7% luminosity uncertainty for each cross section.
Cross sections predicted by the models (see text) are also listed. Uncertainties listed with the model calculations are the PDF and scale
uncertainties added in quadrature.

y∗
Z [− 2,0] [0,2] [− 3,2] [− 3.5,3.5]

Z → µµ 54.2 ± 1.6 ± 1.3 45.3 ± 2.1 ± 0.9 118.2 ± 3.3 ± 2.6 N/A
Z → ee 55.1 ± 1.8 ± 5.9 46.5 ± 2.2 ± 5.0 121 ± 3 ± 13 143 ± 5 ± 17
Z → ℓℓ 54.4 ± 1.3 ± 1.4 45.9 ± 1.4 ± 1.4 119.3 ± 2.2 ± 3.4 139.8 ± 4.8 ± 6.2

CT10 (NLO) 47.4 ± 0.9 46.8 ± 0.9 110.8 ± 2.9 132.2 ± 3.3
CT10 + EPS09 (NLO) 48.7 ± 1.0 43.5 ± 1.1 108.6 ± 3.1 127.4 ± 3.6
MSTW2008 (NNLO) 48.3+1.2

− 0.9 47.9+1.2
− 0.9 113.5+2.8

− 2.2 135.2+3.4
− 2.7

approximately 3% at midrapidity and rise to about 10% at
forward and backward rapidity.

IV. RESULTS

A. Z → ℓℓ cross section

From the combined Z → ee and Z → µµ data a total cross
section of 139.8 ± 4.8 (statistical) ± 6.2 (systematic) ± 3.8
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Z distribution from Z →

ℓℓ, shown along with several model calculations in the upper panel.
Bars indicate statistical uncertainty, and shaded boxes systematic
uncertainty, of the data; uncertainties of model calculations are not
shown. (b)–(d) Ratios of the data to the models. Uncertainties of the
model calculations (scale and PDF uncertainties added in quadrature)
are shown as bands around unity in each panel. An additional 2.7%
luminosity uncertainty of the cross section is not shown.

(luminosity) nb is obtained in the |y∗
Z| < 3.5 acceptance. Based

on the MC simulation (and the models discussed below)
this acceptance covers approximately 99.5% of the total
Z → ℓℓ cross section. Restricting the results to the smaller
rapidity interval of − 3 < y∗

Z < 2, the cross section is 119.3 ±
2.2 (statistical) ± 3.4 (systematic) ± 3.2 (luminosity) nb.
Table III lists the integrated cross section in the larger and
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Figure 3. Z-boson production cross section in the dimuon decay channel at backward and forward
rapidities measured in p-Pb collisions at

√
sNN = 5.02TeV. The vertical error bars (open boxes)

represent the statistical (systematic) uncertainties. The horizontal width of the boxes corresponds
to the measured rapidity range. The results are compared with theoretical calculations [26, 46]
performed both with and without including the nuclear modification of the parton distribution
functions. In the top panel, the calculations are shifted along the rapidity axis to improve the
visibility. The middle (bottom) panel shows the data and pQCD (FEWZ) calculations divided by
the pQCD (FEWZ) calculations without nuclear modification of the PDFs.

The cross sections of muons from W+ and W− boson decays with pµT > 10GeV/c mea-

sured at forward and backward rapidities in p-Pb collisions at
√
sNN = 5.02TeV are shown

in the left and right panels of figure 5, respectively. The vertical bars represent the statis-

tical uncertainties while the open boxes are the systematic ones. The smaller cross section

of positive W bosons at backward rapidity is due to the W boson forward/backward pro-

duction asymmetry arising from the isospin effect, as well as to the combined effect of

the parity violation of the weak interaction, which only couples left-handed fermions with

right-handed anti-fermions, and of the helicity conservation in the leptonic decay. This

results in an anisotropic emission of the muons. In particular, the µ− is preferably emitted

in the same direction of the W−, while the µ+ is emitted in the opposite direction with

respect to the W+ [38]. This implies that the µ+ measured in −4.46 < ycms < −2.96
mainly comes from the decay of W+ at large backward rapidities, where the production

cross section rapidly decreases.

The results are compared with the analogous model calculations used to describe the

Z-boson production. The NLO pQCD calculations with CT10 parton distribution functions

(blue hatched boxes) and the NNLO calculations with FEWZ with the MSTW2008 PDF
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LHCb CMS ATLAS ALICE

❖ Forward: all show good agreement
❖ Backward: 

❖ LHCb, CMS and ATLAS : theory prediction below data measurement 
❖ ALICE:  good agreement, but data error bar is huge. Need higher precision!
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8 TeV pPb  Z boson production 
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❖ 8 TeV pPb (2016 dataset)  Z boson production (expected to be ready for QM 2019)
❖ Integrated luminosity:  forward (12.18  ± 0.32 nb-1)   / backward(18.58 ± 0.46 nb-1)

Plots are confidential on this page! 
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8 TeV pPb  Z boson production 
❖ Projection based on 2013 5 TeV results
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Central values:    
        FEWZ NNLO + EEPS16 nPDFs 

Projected uncertainties:
      - forward:  4.7/sqrt(12.18/1.099) = 1.41 nb
      - backward: 6.75/sqrt(18.58/0.521) = 1.13 nb

much higher statistics, higher 
precision!

1.53 < y*(Z) < 4.03 -4.97 < y*(Z) < -2.47 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8 TeV pPb  Z boson production 
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With the 2016 8 TeV dataset higher precision, it would be interesting to see if 
measured value is still higher than the theory prediction!
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Figure 3. Experimental results and the theoretical predictions for the Z→ µ+µ− production cross-
section. The inner error bars of the experimental results show the systematic uncertainties. The
uncertainties on the theoretical predictions are negligible compared to those on the experimental
results.

where β is the correction factor for the difference in the detector acceptance of the muons

between the forward and backward directions. It is evaluated using NNLO Fewz calcula-

tions to be β = 2.419+0.127
−0.000(theo.)± 0.008(num.)+0.009

−0.010(PDF), where the first uncertainty is

from the variation of the renormalisation and factorisation scale, the second the numerical

and the last the uncertainty from the PDF uncertainties. The scale variation always leads

to an enhancement of β.

The numbers of candidates in the common y range are 2 in the forward and 4 in the

backward samples. The measured value for RFB is

RFB(2.5 < |y| < 4.0) = 0.094+0.104
−0.062(stat.)

+0.004
−0.007(syst.),

where the first uncertainty is statistical, defined as the 68% confidence interval with sym-

metric coverage. The 99.7% (i.e. 3σ) confidence interval with symmetric coverage is

[0.002, 1.626] whereas the asymmetry of the interval around the central value is due to

non-Gaussian statistical uncertainties. The second uncertainty is systematic and includes

also the uncertainty on the acceptance correction factor β. The systematic uncertainties

between the forward and the backward directions on the purity and the reconstruction, se-

lection, trigger and muon-identification efficiency are assumed to be fully correlated. The

probability to observe a value of RFB no larger than that measured, assuming no nuclear

modifications (i.e. the true value is RFB = 1), is 1.2 %. This corresponds to a deviation

with a 2.2σ significance. The probability is estimated with a toy Monte Carlo assuming

Poissonian distributions for the number of candidates.

– 8 –

5 TeV (2013)  

L = 18.58 ± 0.46 nb-1L=12.18  ± 0.32 nb-1

8 TeV (2016)  
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Projection of Drell-Yan RpPb to Run 3 and 4

!15

❖ With high statistics in Run 3 and 4, a full DY mass spectrum can be used to constraint the nPDFs,
❖ esp. gluon nPDFs at small Bjorken-x with Q2 down to 10 GeV2. 
❖ gluon saturation could be observed
❖ a reference measurement wrt heavy flavor productions
❖ heavy quark production can be  

used to constraint gluon nPDFs
❖ but can be heavily modified by  

energy loss 

Physics Motivation
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obtain the bound neutron PDFs (e.g. fn,A
u = fp,A

d ) — an assumption that would need to be revised
once the QED effects are included in the parton evolution [20, 21, 22, 23]. All but hkn07 assume
no nuclear modification for the deuteron, Rdeuteron

i (x,Q2) = 1. Although small, the nuclear effects
in deuteron are still non-zero, and have some importance when the deuteron data are included in
the free proton fits [24].

Different groups use different functions to parametrize RA
i (x,Q

2
0). For example, while eps09

employs a piecewize fit function (as a function of x), dssz uses a single fit function constructed
such that the analytic Mellin transform exists. In the works of nCTEQ, fp,A

i (x,Q2
0) is parametrized

directly with the same fit function as used for their free proton baseline. However, as the free proton
baseline is taken as “frozen”, this is simply another way of parametrizing RA

i (x,Q
2
0).

Most of the data that are used as constraints in the nPDF fits come as nuclear ratios similar to
that shown in Fig. 1. What makes such ratios especially appealing is that they prove remarkably
inert to the higher order pQCD corrections. Also, the dependence of the free proton baseline PDFs
gets reduced. The exception here are the neutrino-nucleus DIS data, included in the dssz fit,
that are only available as absolute cross-sections (or as corresponding structure functions derived
from those). The inclusion of these data also requires using a general-mass variable-flavor-number
scheme (GM-VFNS) for treating the heavy quarks overtaking the zero-mass scheme (ZM-VFNS)
employed in the older fits (eps09, hkn07).

Figure 2: Comparison of up valence and sea quark nuclear modification factors for the lead nucleus at Q2 = 10GeV2.
Blue line with errorband is eps09, green dotted line with errorbars dssz, and purple dashed hkn07.

A comparison of the RPb
uV

(x,Q2 = 10GeV2) (up valence) and RPb
u (x,Q2 = 10GeV2) (up sea)

from the available parametrizations is presented in Fig. 2. The areas with yellow background
are those regions of x where the direct data constraints do not exist or they are very weak. In
these regions the bias due to the assumed form of the fit function and parameter fixing may be
significant. Whereas the RA

uV
from eps09 and hkn07 agree at large x, dssz, strangely enough, is

clearly above at x ≃ 0.5. This is rather unexpected as in this EMC region there are plenty of data
constraints from DIS experiments. The same behaviour is there already in the dssz precursor,
nds [25], and the probable source of this has been identified as a misinterpretation of the isospin
correction that the experiments have applied to the data1. In eps09 and hkn07 the assumption
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0) was made as only one type of data sensitive to the large-x valence quarks
was included in these fits. Indeed, at large x, one can approximate
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which underscores the fact that these data can constrain only a certain linear combination of RA
uV

and RA
dV

. Despite the lack of other type of data sensitive to the valence quarks, the assumption

RA
uV

(x,Q2
0) = RA

dV
(x,Q2

0) was released in a recent nCTEQ work leading to mutually wildly different

RA
uV

and RA
dV

(see Fig.1 in Ref.[18]). Other type of data sensitive to the valence quarks would
obviously be required to pin down them separately in a more realistic manner. Despite the fact
that some neutrino data (also sensitive to the valence quarks) was included in the dssz fit, the
authors did not investigate the possible difference between RA

uV
and RA

dV
in the paper.

In the case of RA
u , which here generally represents the sea quark modification, all parametriza-

tions are in a fair agreement in the data-constrained region. This is also true if the nCTEQ results
are considered (Fig.1 in Ref.[18]). Above the parametrization scale Q2 > Q2

0, the sea quark modi-
fications are also significantly affected, especially at large x (x ! 0.2), by the corresponding gluon
modification RA

g via the DGLAP evolution.
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Figure 3: Comparison of the gluon nuclear modification factors for the lead nucleus at Q2 = 10GeV2 (left), and the
nuclear modification for inclusive pion production in d+Au collisions at midrapidity.

The largest differences among eps09, hkn07, and dssz are in the nuclear effects for the gluon
PDFs, shown in Fig. 3. The origins of the large differences are more or less known: The DIS and
Drell-Yan data are mainly sensitive to the quarks, and thus leave RA

g quite unconstrained. To
improve on this, eps09 and dssz make use of the nuclear modification observed in the inclusive
pion production at RHIC [26, 27]. An example of these data are shown in Fig. 3. Although the
pion data included in eps09 and dssz are not exactly the same, it may still look surprising how
different the resulting RA

g are. The reason lies (as noted also e.g. in [28]) in the use of different

parton-to-pion fragmentation functions (FFs) Dk→π+X(z,Q2) in the calculation of the inclusive
pion production cross sections

dσd+Au→π+X =
∑

i,j,k

fd
i ⊗ dσ̂ij→k ⊗ fAu

j ⊗Dk→π+X . (5)

4

(b)

Figure 2: Nuclear modification factor RA
a (x, Q2) between free protons and lead nuclei for (a) up

valence quarks and (b) gluons for di↵erent sets (EPS09, DSSZ, HKN07) as a function of the
fractional parton momentum x for Q2 = 10 GeV2. The yellow areas show the regions with no or
very weak direct data constraints. (from Ref. [22])

following and considered combined for the region around the pole mass of the Z boson88

MZ . Taking the factorization theorem into account, the leading-order cross-section for Z
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Figure 3: Feynman diagram for Z production decaying into a muon pair through the Drell-Yan
process which is the leading order contribution to Z production at hadron colliders.
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Theoretical Aspects
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obtain the bound neutron PDFs (e.g. fn,A
u = fp,A

d ) — an assumption that would need to be revised
once the QED effects are included in the parton evolution [20, 21, 22, 23]. All but hkn07 assume
no nuclear modification for the deuteron, Rdeuteron

i (x,Q2) = 1. Although small, the nuclear effects
in deuteron are still non-zero, and have some importance when the deuteron data are included in
the free proton fits [24].

Different groups use different functions to parametrize RA
i (x,Q

2
0). For example, while eps09

employs a piecewize fit function (as a function of x), dssz uses a single fit function constructed
such that the analytic Mellin transform exists. In the works of nCTEQ, fp,A

i (x,Q2
0) is parametrized

directly with the same fit function as used for their free proton baseline. However, as the free proton
baseline is taken as “frozen”, this is simply another way of parametrizing RA

i (x,Q
2
0).

Most of the data that are used as constraints in the nPDF fits come as nuclear ratios similar to
that shown in Fig. 1. What makes such ratios especially appealing is that they prove remarkably
inert to the higher order pQCD corrections. Also, the dependence of the free proton baseline PDFs
gets reduced. The exception here are the neutrino-nucleus DIS data, included in the dssz fit,
that are only available as absolute cross-sections (or as corresponding structure functions derived
from those). The inclusion of these data also requires using a general-mass variable-flavor-number
scheme (GM-VFNS) for treating the heavy quarks overtaking the zero-mass scheme (ZM-VFNS)
employed in the older fits (eps09, hkn07).

Figure 2: Comparison of up valence and sea quark nuclear modification factors for the lead nucleus at Q2 = 10GeV2.
Blue line with errorband is eps09, green dotted line with errorbars dssz, and purple dashed hkn07.

A comparison of the RPb
uV

(x,Q2 = 10GeV2) (up valence) and RPb
u (x,Q2 = 10GeV2) (up sea)

from the available parametrizations is presented in Fig. 2. The areas with yellow background
are those regions of x where the direct data constraints do not exist or they are very weak. In
these regions the bias due to the assumed form of the fit function and parameter fixing may be
significant. Whereas the RA

uV
from eps09 and hkn07 agree at large x, dssz, strangely enough, is

clearly above at x ≃ 0.5. This is rather unexpected as in this EMC region there are plenty of data
constraints from DIS experiments. The same behaviour is there already in the dssz precursor,
nds [25], and the probable source of this has been identified as a misinterpretation of the isospin
correction that the experiments have applied to the data1. In eps09 and hkn07 the assumption
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which underscores the fact that these data can constrain only a certain linear combination of RA
uV

and RA
dV

. Despite the lack of other type of data sensitive to the valence quarks, the assumption
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uV

(x,Q2
0) = RA
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0) was released in a recent nCTEQ work leading to mutually wildly different

RA
uV

and RA
dV

(see Fig.1 in Ref.[18]). Other type of data sensitive to the valence quarks would
obviously be required to pin down them separately in a more realistic manner. Despite the fact
that some neutrino data (also sensitive to the valence quarks) was included in the dssz fit, the
authors did not investigate the possible difference between RA

uV
and RA

dV
in the paper.

In the case of RA
u , which here generally represents the sea quark modification, all parametriza-

tions are in a fair agreement in the data-constrained region. This is also true if the nCTEQ results
are considered (Fig.1 in Ref.[18]). Above the parametrization scale Q2 > Q2

0, the sea quark modi-
fications are also significantly affected, especially at large x (x ! 0.2), by the corresponding gluon
modification RA

g via the DGLAP evolution.
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Figure 3: Comparison of the gluon nuclear modification factors for the lead nucleus at Q2 = 10GeV2 (left), and the
nuclear modification for inclusive pion production in d+Au collisions at midrapidity.

The largest differences among eps09, hkn07, and dssz are in the nuclear effects for the gluon
PDFs, shown in Fig. 3. The origins of the large differences are more or less known: The DIS and
Drell-Yan data are mainly sensitive to the quarks, and thus leave RA

g quite unconstrained. To
improve on this, eps09 and dssz make use of the nuclear modification observed in the inclusive
pion production at RHIC [26, 27]. An example of these data are shown in Fig. 3. Although the
pion data included in eps09 and dssz are not exactly the same, it may still look surprising how
different the resulting RA

g are. The reason lies (as noted also e.g. in [28]) in the use of different

parton-to-pion fragmentation functions (FFs) Dk→π+X(z,Q2) in the calculation of the inclusive
pion production cross sections
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Figure 2: Nuclear modification factor RA
a (x, Q2) between free protons and lead nuclei for (a) up

valence quarks and (b) gluons for di↵erent sets (EPS09, DSSZ, HKN07) as a function of the
fractional parton momentum x for Q2 = 10 GeV2. The yellow areas show the regions with no or
very weak direct data constraints. (from Ref. [22])
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Figure 3: Feynman diagram for Z production decaying into a muon pair through the Drell-Yan
process which is the leading order contribution to Z production at hadron colliders.
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Fig. 26 The CMS dijet data [37] compared with the results obtained
with the EPPS16 (blue bands), nCTEQ15 [35] (red bands) and DSSZ
[34] (hatched bands) nuclear PDFs

6 Application: W charge asymmetry

The W charge-asymmetry measurement by CMS in pPb col-
lisions [46] revealed some deviations from the NLO calcu-
lations in the backward direction and it was suggested that
this difference could be due to flavor-dependent PDF nuclear
modifications. While it was shown in Ref. [103] that such a
difference does not appear in the ATLAS PbPb data [104]
at the same probed values of x , the situation still remains
unclear. To see how large variations the new EPPS16 can
accommodate, we compare in Fig. 28 the CMS data with the
EPPS16 and EPS09 predictions using the CT14NLO proton
PDFs. As discussed in the original EPS09 paper [33], the
total uncertainty should be computed by adding in quadra-
ture the uncertainties stemming separately from EPPS16 and
from the free-proton baseline PDFs,

(δOtotal)
2 = (δOEPPS16)

2 + (δObaseline)
2, (56)

where δOEPPS16 is evaluated by Eq. (53) using the uncertainty
sets of EPPS16 with the central set of free-proton PDFs, and
δObaseline by the same equation but using the free-proton error
sets with the central set of EPPS16. The same has been done
in the case of EPS09 results. While the differences between
the central predictions of EPPS16 and EPS09 are tiny, it can
be seen that the uncertainty bands of EPPS16 are clearly
wider and, within the uncertainties, the data and EPPS16 are
in a fair agreement. As this observable is mostly sensitive to
the free-proton baseline (to first approximation the nuclear
effects in PDFs cancel) we do not use these asymmetry data
as a constraint in the actual fit in which we aim to expose the
nuclear effects in PDFs.

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6

10-4 10-3 10-2 10-1 1

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6

10-4 10-3 10-2 10-1 1

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6

10-4 10-3 10-2 10-1 1

R
P
b

g
(x
,Q

2
=
10

G
eV

2 )

x

EPPS16
EPS09
DSSZ

R
P
b

S
(x
,Q

2
=
10

G
eV

2 )

x

EPPS16
EPS09
DSSZ

R
P
b

V
(x
,Q

2
=
10

G
eV

2 )

x

EPPS16
EPS09
DSSZ

Fig. 27 Comparison of the EPPS16 nuclear modifications (black cen-
tral curve with light-blue uncertainty bands) to those from the EPS09
analysis (purple curves with hatching) and DSSZ [34] (gray bands) at
Q2 = 10 GeV2. The upper panels correspond to the average valence
and sea-quark modifications of Eqs. (54) and (55), the bottom panel is
for gluons

7 Summary and outlook

We have introduced a significantly updated global analysis
of NLO nuclear PDFs – EPPS16 – with less biased, flavor-
dependent fit functions and a larger variety of data constraints
than in other concurrent analyses. In particular, new LHC
data from the 2013 pPb run are for the first time directly
included. Another important addition here is the neutrino–
nucleus DIS data. Also the older pion–nucleus DY data are
now for the first time part of the analysis. From the new data,
the most significant role is played by the neutrino DIS data
and the LHC dijet measurements whose addition leads to a
consistent picture of qualitatively similar nuclear modifica-
tions for all partonic species. Remarkably, the addition of
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6 Application: W charge asymmetry

The W charge-asymmetry measurement by CMS in pPb col-
lisions [46] revealed some deviations from the NLO calcu-
lations in the backward direction and it was suggested that
this difference could be due to flavor-dependent PDF nuclear
modifications. While it was shown in Ref. [103] that such a
difference does not appear in the ATLAS PbPb data [104]
at the same probed values of x , the situation still remains
unclear. To see how large variations the new EPPS16 can
accommodate, we compare in Fig. 28 the CMS data with the
EPPS16 and EPS09 predictions using the CT14NLO proton
PDFs. As discussed in the original EPS09 paper [33], the
total uncertainty should be computed by adding in quadra-
ture the uncertainties stemming separately from EPPS16 and
from the free-proton baseline PDFs,

(δOtotal)
2 = (δOEPPS16)

2 + (δObaseline)
2, (56)

where δOEPPS16 is evaluated by Eq. (53) using the uncertainty
sets of EPPS16 with the central set of free-proton PDFs, and
δObaseline by the same equation but using the free-proton error
sets with the central set of EPPS16. The same has been done
in the case of EPS09 results. While the differences between
the central predictions of EPPS16 and EPS09 are tiny, it can
be seen that the uncertainty bands of EPPS16 are clearly
wider and, within the uncertainties, the data and EPPS16 are
in a fair agreement. As this observable is mostly sensitive to
the free-proton baseline (to first approximation the nuclear
effects in PDFs cancel) we do not use these asymmetry data
as a constraint in the actual fit in which we aim to expose the
nuclear effects in PDFs.
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7 Summary and outlook

We have introduced a significantly updated global analysis
of NLO nuclear PDFs – EPPS16 – with less biased, flavor-
dependent fit functions and a larger variety of data constraints
than in other concurrent analyses. In particular, new LHC
data from the 2013 pPb run are for the first time directly
included. Another important addition here is the neutrino–
nucleus DIS data. Also the older pion–nucleus DY data are
now for the first time part of the analysis. From the new data,
the most significant role is played by the neutrino DIS data
and the LHC dijet measurements whose addition leads to a
consistent picture of qualitatively similar nuclear modifica-
tions for all partonic species. Remarkably, the addition of
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The Z production in pPb/Pbp collisions can be used to probe cold nuclear matter effects at Q2 = 672

( ~104 GeV2) at both :
- very small Bjorken-x: ~ 10-4 - very big Bjorken-x: ~ 1
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Projection of DY RpPb to Run 3 and 4
❖ Projection assumes (HL-LHC yellow report WG5):

❖ sqrt(sNN) = 8.8 TeV

❖ pPb L = 500 nb-1 in total (250 nb-1 for pPb and Pbp each)

❖ pp reference L = 104 pb-1

❖ Projection based on Run 1 pp measurement:

❖ yields ~ 4.6k forward Z, and 2k backward Z.

❖ Projected Central values 
take :

❖ EPPS 16 nPDF at NNLO
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Figure 1: Projections for the Drell–Yan nuclear modification factor RpPb as a function of dimuon
mass. The central points are taken from a NLO calculation using the nPDF set EPPS16 as
detailed in the text. The error bars represent the statistical uncertainties, while the red boxes
represent the systematic uncertainties.
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What else can we do at LHCb?      
❖How about W at pPb?

❖Yes, we can do it. One just need to model the 
backgrounds + a fit using muon pT spectrum

❖W cross-section is O(10) times larger than Z. 
❖Projections:

❖2013 5 TeV:  >100 W bosons
❖2015 7 TeV: > 3k W bosons 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Figure 2. Top panels: inclusive distribution of positive (left) and negative (right) charge muon
candidates measured in the Pb-going (top) and p-going (bottom) data taking periods. The results of
the MC template fit for the extraction of the µ+ ←W+ and µ− ←W− signal is shown. In this case,
the central value of the FONLL calculations is used for the background description while POWHEG
with the CT10 PDF set paired with EPS09NLO is used for W and Z boson production. Bottom
panels: relative difference of data and the extrapolated fit results in the range 10 < pT < 80GeV/c.

The number of muons from W-boson decays is then corrected for the detector accep-

tance and efficiency. The values of A × ϵ integrated over pµT > 10 GeV/c are 89% for µ+

and 88% for µ− in the p-going period and of 77% for µ+ and 75% for µ− in the Pb-going

period. The lower A×ϵ value in the Pb-going configuration is due to a smaller detector effi-

ciency in the corresponding data-taking period. A difference of 1% in the values is observed

when using the data-driven method for the description of the alignment in the simulations

instead of the residual misalignment. This value is taken as the systematic uncertainty.

All systematic uncertainties are summarised in table 3.
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Figure 1. Invariant-mass distribution of unlike-sign muon pairs with pT > 20GeV/c in the Pb-
going (left panel) and p-going (right panel) data samples. In the p-going one, the solid line rep-
resents the distribution obtained using POWHEG simulations and normalised to the number of Z
candidates in the data.

Background contamination < 1%

Tracking efficiency 4% (p-going) 6% (Pb-going)

Trigger efficiency 2%

Tracker/trigger matching 1%

Alignment 1% (p-going) 2% (Pb-going)

Fµ-trig/MB 1%

MB cross section 3.3%

Table 2. Summary of systematic uncertainties for Z-boson analysis.

The measured number of candidates is corrected by the A× ϵ evaluated with simula-

tions. The A × ϵ is estimated as the ratio of the number of reconstructed Z bosons with

the same analysis cuts used in data to the number of generated ones with −4 < η < −2.5
and pµT > 20GeV/c. An invariant mass cut of 60 < mµµ < 120GeV/c2 is applied to both

reconstructed and generated Z bosons. The resulting A × ϵ is 78% (61%) for the p-going

(Pb-going) data taking period, with a relative systematic uncertainty of 1% (2%). The

lower A × ϵ value in the Pb-going configuration is due to a smaller detector efficiency in

the corresponding data-taking period. The uncertainty accounts for the difference from

the values obtained with a simulation based on the residual misalignment and that based

on the data-driven alignment. The systematic uncertainties are summarised in table 2.

2.4 W-boson analysis

At transverse momenta higher than 10GeV/c, the main contributions to the inclusive pT
distribution of muons are the decays of W bosons, the dimuon decays of Z bosons and the

muon decays of heavy-flavoured hadrons. The number of muons from W decays can be

extracted from the inclusive pT spectrum before A× ϵ corrections through a fit procedure

based on MC template descriptions of these three main components:

f(pT) = N raw
bkg fbkg(pT) +N raw

µ←W(fµ←W(pT) +Rfµ←Z(pT)) (2.1)
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What else can we do at LHCb?      
❖How about W/Z at PbPb?

❖Possible, limited by statistics so far:  

!
❖Projections based on 2013 pPb Z production results:

❖2015 PbPb:  several Z bosons, < tens W boson
❖2018 PbPb:  tens Z bosons, hundreds W bosons  

Z
Ldt ⇠ 5nb�1 ⇥ (protons on target)

1022
(1)

⇥ pgas
2⇥ 10�7mbar

⇥ Exp e�ciency (2)

(3)

Table 1: default

2013 2016 2015 2017 2018p
sNN 5.02 TeV 8.16 TeV 5.02 TeV 5.02 TeV 5.02 TeV

pPb Pbp pPb Pbp PbPb XeXe PbPb
L 1.1 nb�1 0.5 nb�1 13.6 nb�1 20.8 nb�1 10 µb�1 0.4 µb�1 ⇠ 210 µb�1

1

!18
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Conclusion and outlook
❖ LHCb provides a unique opportunity to probe the cold nuclear matter 

effects using W/Z boson production
❖ pPb->Z boson production at 5 TeV is published
❖ pPb->Z boson production at 8 TeV is expected to be public for QM 2019
❖ pPb->W boson production measurement is under proposal
❖ Projection of pPb DY production to Run 3 and 4 shows a chance to probe 

low Bjorken-x at low Q2 (not only Q2 at WZ mass scale)
❖ Expecting to have more PbPb data to perform 

!19


