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AntiProton Annihilation
at DArmstadt (PANDA)

[Karin Schoenning]

[https://panda.gsi.de]
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PANDA at FAIR

[https://fair-center.eu]

P-bar target
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Precision antiprotons:
High Energy Storage Ring (HESR)

High resolution mode:
● e- cooling: p<8.9 GeV/c
● 1010 antiprotons stored
● Luminosity up to 2x1031 cm-2 s-1

● dp/p = 4x10-5

High intensity mode:
● Stochastic cooling: p<15 GeV/c
● 1011 antiprotons stored

                             (1010 phase 1+2)
● Luminosity up to 2x1032 cm-2 s-1

● dp/p = 2x10-4
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The PANDA detector

● good PID ( e, μ, π, K, p ) 
            → Čerenkov, ToF, dE/dx

● γ detection 10 MeV- 15 GeV 
            →PWO crystal calorimeter

● no hardware trigger, intelligent on-
line event selection

● 4π acceptance
● high rate capability (average 

interaction rate 20 MHz)
● excellent tracking capabilities, 

momentum resolution 1%
● Vertex reconstruction for D, K

s
, 

hyperons
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Challenge for PANDA

Cross section for proton-antiproton collisions
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Challenge for PANDA
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We need high-resolution detector          
capable of:

● high primary interaction rate (10 MHz) 
and larger event size (~20 kB);

● smart data filtering: BG events have 
similar topology with the events of 
interest;

Data-reduction rate by a factor of 1000 is 
required!
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Readout Approach for PANDA

The PANDA readout consist of:

● Intelligent self-triggered front-end: 
autonomous hit detection and data pre-
processing (e.g. based on
    Sampling Analogue to Digital Converter)

● a very precise time distribution system 
(Synchronization Of DAq NETwork):

single clock-source for PANDA (event 
correlation)

● time-sorting and processing data in real-time:
processing in FPGA (Field-Programmable 
Gate Array)

100101101
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SODANET Topology
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SODANET link:
● Bidirectional
● Synchronous (only in 

one direction)
● Transfer: 

● source → DC: 
synchronization 
information and 
FEE configuration

● DC → source:
slow control, used 
for time calibration

Data link (DC → BBN):
● Unidirectional 

Link DC ↔ FEE:
● Bidirectional, 

synchronous
● Protocol up to 

subsystem

Data
Concentrators

(DC)
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SODANET

SODANET provides:
● Clocking and synchronisation
● Slow control of FEE
● Bunching of collected data

SODANET implemented for FPGA-based electronics interconnected 
with optical (serial) links:

● Lattice ECP3
● Xilinx Kintex 7
● Xilinx Virtex 6

The SODANET system is stable in long terms with precision ~30 ps 
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... Data flows only in one direction (FEE → PC),
no backward communication
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All hits have precise time-stamps which are used
for event building (SODANET)
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Event filtering takes place in the last layer of compute
nodes and PC farm, after the event building
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Pre-processing step:

Data collection, time-ordering
and reconstruction of properties

of secondary particles

Data rate ~200 GB/s
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Event-reconstruction step:

Secondary particles are combined
to physics events

Data are selected based on
completely reconstructed events

Data rate ~0.2 GB/s
(expected reduction factor 1000)
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The PANDA detector

Readout of the ElectroMagnetic Calorimeter (EMC)
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EMC Front-End Electronics

EMC intelligent front-end:
● MWD filtering (programmable)
● Base-line follower
● Pulse detection
● Pile-up detection and recovery
● Precise time
● Precise energy (amplitude, integral)
● Diagnostics: Possibility to readout raw 

ADC data (access to the noise-level 
measurement)

● Controlled readout of waveforms 
● Self-monitoring for configuration 

errors, fast recovery procedure

Intelligent
front-end

(Digitizers)

Intelligent
front-end

(Concentrators)

Burst-building network with 
data pre-processing

(FPGA-based processing)

Physics-event 
reconstruction, 

filtering
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Data Concentrator

● Data concentrator:
● Running on TRB3 and Xilinx Kintex-7 development boards
● Receiving Waveforms and Hit‐data over fiber from FEE 
● Energy calibration for each ADC channel  
● Packet building (per burst)
● Slow Control with SODANET
● Combine hits from two digitizers corresponding to the same crystal
● Additional features: on-line histogram, data monitoring (hits and 

waveforms), error detection and counting
● Pre-clustering
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Physics-event 
reconstruction, 
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Data-Concentrator Hardware
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Hardware specifications:

● AMC board

● Kintex Ultrascale+ FPGA

● 60 optical links (12 Gbit/s)

● 16 high-speed serial links to 
backplane
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Data-Concentrator Hardware
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Same hardware will be used to construct the “burst-building” network
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Readout Overview

Burst building 1× DC

12 links to CN level

...

48×
502× RU

11× DC

HardwareConnection topology

Digitizers, hit-
detection 
readout units

Data 
concentrators

Burst building

DAQ level

Final clustering and event selection is performed at the 
Compute-Node level
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FPGA-based Compute Node
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How to verify the concept?
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Time-Based MC simulations

time



26

Time-Based MC simulations

EMC clustering:
● Pre-clustering at the level of DC
● Final clustering in CN



27

Readout Verification (EMC clustering)
Block-diagram of the verification setup

Input generated with the time-based MC simulations …
Output of hardware to be compared with offline processing ...
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Readout Verification (EMC clustering)

C
ou

nt
s

VHDL implementation of 
a clustering IP core

Comparison of:
● offline analysis;
● Hardware processing
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Readout Verification (STT tracking)

Track fitting with the 
Straw-Tube Tracker

Typical fit performed by the 
online algorithm
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Readout Verification (STT tracking)

The tracking efficiency and the resolution as a function of the 
transverse momentum.
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Benchmark channels for event 
selection (low luminosity)
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Benchmark channels for event 
selection (low luminosity)

● We are convinced that for the phase-1 (low luminosity) the 
streaming-readout concept is working.

● For high-luminosity complete time-based simulations have 
to be used for the readout verification (event selection).



33[Karin Schoenning]

[https://panda.gsi.de]

We are looking forward
for the first results!

PANDA physics



34Thank you for your attention!
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Planning
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PANDA phases

PANDA start set-up
(phase 1, reduced luminosity)

PANDA full set-up
(phase 2, full luminosity)
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