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Why go Deep?
• Better Algorithms 

• DNN-based classification/regression generally out perform hand crafted algorithms. 

• In some cases, it may provide a solution where algorithm approach doesn’t exist or fails. 

• Unsupervised learning: make sense of complicated data that we don’t understand or expect.  

• Easier Algorithm Development: Feature Learning instead of Feature Engineering  

• Reduce time physicists spend writing developing algorithms, saving time and cost. (e.g. ATLAS > 
$250M spent software) 

• Quickly perform performance optimization or systematic studies.  

• Faster Algorithms 

• After training, DNN inference is often faster than sophisticated algorithmic approach. 

• DNN can encapsulate expensive computations, e.g. Matrix Element Method.   

• Generative Models enable fast simulations. 

• Already parallelized and optimized for GPUs/HPCs.  

• Neuromorphic processors.
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Where is ML needed?
• Traditionally ML Techniques in HEP 

• Applied to Particle/Object Identification 

• Signal/Background separation 

• Here, ML maximizes reach of existing data/detector… equivalent to additional integral 
luminosity. 

• There is lots of interesting work here… and potential for big impact. 

• Now we hope ML can help address looming computing problems of the next decade: 

• Reconstruction

1. Intensity Frontier- LArTPC Automatic Algorithmic Reconstruction still struggling 

2. Energy Frontier- HL-LHC Tracking- Pattern Recognition blows up due to 
combinatorics 

• Simulation

3. LHC Calorimetry- Large Fraction of ATLAS CPU goes into shower simulation. 



Problems



Data Analysis
• Objectives: 

• Searches (hypothesis testing): Likelihood Ratio Test (Neyman-Pearson lemma) 

• Measurements: Maximum Likelihood Estimate 

• Limits (confidence intervals): Also based on Likelihood 

• Likelihood

• n Independent Events (e) with Identically Distributed Observables ({x}) 

• Significant part of Data Analysis is approximating the likelihood as best as we can. 

• We dedicate huge amount of resources to use Monte Carlo simulation to effectively 
estimate these likelihoods.

I N D E P E N D E N T  E V E N T S

•Make point that in HEP we consider our collisions during a given 
data taking period to be i.i.d. 

• so the likelihood is multiplicative across events, need to model 
distribution p(x|θ) for individual event 

• we often also have prediction for the expected number of events 
ν, which in general also depends on θ 

• we call this an extended likelihood, statisticians often call it a 
marked Poisson process  

• I will mainly ignore the Poisson part for this talk, but it can easily 
be added
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p({x}|✓) = Pois(n|⌫(✓))
nY

e=1

p(xe|✓)

L I K E L I H O O D  R AT I O S  F O R  H Y P O T H E S I S  T E S T I N G
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⇒ Likelihood ratio leads to most powerful test
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Neutrino Detectors
• Need large mass/volume to maximize chance of neutrino interaction. 

• Technologies: 

• Water/Oil Cherenkov 

• Segmented Scintillators 

• Liquid Argon Time Projection Chamber: promises ~ 2x detection efficiency.

• Provides tracking, calorimetry, and ID all in same detector. 

• Chosen technology for US’s flagship LBNF/DUNE program.  

• Usually 2D read-out… 3D inferred. 

• After many years of trying, good automatic reconstruction still not demonstrated.
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Principal of LArTPCPrincipal of LArTPC

LArTPCs make 3D reconstruction possible!

● wire planes give 2D position information
● the third dimension is obtained by combining timing information 
    with drift velocity (v

d
): x= v

d
(t-t

0
)  → hence, a “Time projection chamber”
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e/π0 Separation

• e/π0 separation can be achieved using topological and 
energy information.

- There is usually a gap between the photon conversion point 
and the neutrino interaction vertex.

- Electron and photon have different energy deposition profiles.
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SimulationStandard Model / New Physics 
in Quantum Field Theory

Lepton/
Quark 4-vectors

Soft QCD: Quark Fragmentation 
and Hadronization

Particle 
4-vectors

Simulation: Particle 
Interactions with 

Energy 
Deposits in Detector

Digitization: Detector 
Response and Pileup Mixing

Detector Response

• Simulation in HEP is a multi-step process…  

• Two steps are irreversible. 
•  Hadronization: Quarks turn to jets of particles via Quantum 
Chromodynamics (QCD) at energies where theory is too strong to 
compute perturbatively.  

• Use semi-empirical models tuned to Data. 
• Simulation: Particles interact with the Detector via stochastic 
processes  

• Use detailed Monte Carlo integration over the “micro-physics” 

• Therefore we cannot formally evaluate the likelihoods. 

• Rely on Monte Carlo Method to perform Probability Density Estimation  

• The simulation step is extremely time consuming… O(1 hr) / 
collision… LHC produces 40 million/sec 

• ATLAS simulation takes O(50%) of ATLAS resource 

• Lager fraction than CMS because of calorimeter 

• For HL-LHC, NLO and NNLO generation will become even more 
relevant… these can be time consuming too.



HL-LHC
• Higher Granularity + High Trigger Rates

•  ~10x higher input rates. 

• Trigger Needs: 

• Better Calorimetry  

• Tracking 

• Low New Physics x-sections, need: 

• Detail Physics: NLO / NNLO 

• Faithful Simulation: Geant 

• High Pileup: O(200) proton collision / crossing 

• Tracking Pattern Recognition

LHC	experiments	depend	on	a	massive	distributed	computing	
infrastructure.	

• Software	is	a	critical	part	
of	our	physics	production	
pipeline,	from	triggering	
all	the	way	to	analysis	and
final	plots	as	well	as	
simulation
• Millions	of	lines	of	code	per	
experiment	supported	by	
numerous	other	software	
packages	(ROOT,	Geant,	
event	generators,	etc)

• LHC	experiments	continuously	use	about	600k	CPU	cores	and	
have	around	400PB	of	data	stored	on	disk	and	600PB	on	tape
• HL-LHC	brings	a	dramatic	increase	in	event	rates
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Physics	challenges	to	CMS/ATLAS	software+computing during	HL-LHC

• Increase	luminosity	means	more	interactions	
per	bunch	crossing.	This	introduces	
numerous	issues:
1. Higher	detector	occupancy:	More	

sophisticated	detector	technologies	and	
higher	channel	count

2. Trigger:	Higher	rates	needed	to	preserve	
current	physics	reach;	Use	capabilities	earlier	
in	the	processing	chain	(e.g.,	tracking	at	level-1	
trigger)	and	real-time	analysis	concepts

3. Particle	reconstruction:	More	difficult	to	
separate	patterns	means	physics	impact	(eg
efficiency	vs	fake	tradeoff)	and	technical	
performance	(e.g.,	CPU	time)	challenges	

4. Analysis	sensitivity:	Searches	for	lower	cross	
section	processes	demand	higher	precision	and	
most	robust	reconstructed	data 3

https://indico.cern.ch/event/681549/contributions/2930935/attachments/1664434/2667677/lhcp_lange_2018.pdf

To	really	gain	performance,	go	beyond	thread	parallelism	on	CPU

• Tracking	algorithms	are	a	natural	target:	They	are	a	
large	fraction	of	the	HEP	reconstruction	CPU	budget
• Challenges:	

• Small	matrices	mean	that	usual	approaches	to	
vectorizing matrix	algebra	do	not	work	well

• Algorithms	rely	on	branch	points
• Using	wide	vector	units	(e.g.,	AVX)	often	slows	the	
frequency	of	the	CPU.	A	significant	portion	of	the	
computational	kernel	must	be	vectorized to	benefit
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Example	project:	MatrixPlex project	recasts	N	small	
matrices to	fill	a	vector	unit	(or	accelerator)	while	
operating	on	them	in	sync
• Achieves	2-3x	speedup	in	track	building	(AVX,	AVX-512)

Matriplex,	parallelized	kalman	fitter	project



Computing 
• HEP Reco is Embarrassingly parallel problem → Single threaded and 

memory-heavy software 

• Past few decades: scaling via ever faster / denser commodity linux 
boxes 

• Moore’s law has stalled:  

• Cost of adding more transistors/silicon area no longer decreasing. 

• Trend towards more cores and slower memory access. 

• Co-processors: MiC, GPUs, FPGA, … 

• Storage Scaling also a problem… 

• HL-LHC computing requires budget many times larger than LHC.

Event	reconstruction	and	software	trigger	algorithm	R&D	

• Enhanced	vectorization	programming	techniques

• Algorithms	and	data	structures	to	efficiently	

exploit	many-core	architectures

• Algorithms	and	data	structures	for	non-x86	

computing	architectures	(eg,	GPUs,FPGAs)

• Enhanced	QA/QC	for	reconstruction	techniques

• Real-time	analysis

• High	precision	physics-object	reconstruction,	

identification	and	measurement	techniques

• Fast	software	trigger	and	reconstruction	

algorithms	for	high-density	environments
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Many additional pp collisions per event

https://arxiv.org/abs/1802.08640

Memory	speeds	have	not	kept	up	with	CPUs	

Consequences
• Rise	of	larger	on-chip	
cache	memory
• Large	latency	for	cache	
misses	in	algorithms
• Potentially	large	gains	for	
using	“data	aware”	
programming	methods
• Eg,	“Structs of	Arrays”	vs	
“Arrays	of	Structs”
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A	large	increase	in	resources	over	a	“flat	budget”	would	be	needed	if	
we	simply	scale	how	these	algorithms	and	facilities	work	today.
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Computing Solutions
• Highly parallel processors (e.g. GPUs) are 

already > 10x CPUs for certain computations. 

• Trend is away from x86 towards 
specialized hardware (e.g. GPUs, Mics, 
FPGAs, Custom DL Chips) 

• Unfortunately parallelization (i.e. Multi-core/
GPU) has been extremely difficult for HEP. 

• Leverage opportunistic resources and HPC  

• most computation power in highly parallel 
processors 

• Replace trigger, reconstruction, and 
simulation algorithms with better, faster, and 
easier Deep Learning algorithms. 

• These algorithms not only run on newest 
accelerators, but are the driving force in 
processor evolution.

    T. Wenaus   September 2018

HPCs in HEP: US DOE view
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Jim Siegrist, HEPAP meeting, May 2018

We must use them heavily

We must use them properly
(use the accelerators)

Similar views from HEPAP panel 
(supplementary slide)



Deep Learning in HEP
• Few simple cases already deployed. e.g. feature based b-tagging


• Lots of promising studies of more sophisticated approaches and applications. 


• Basic framework integration… difficult and subtle concerns on horizon


• e.g. DL framework integration. Model storage and book keeping. Model Memory management.


• We have a long program of research before suitability and ability to do real work.


• Example path: 


• Feasibility studies demonstrating potential. 


• Simplified datasets, idealized formulations. e.g. work by Micky, Luke, & Ben


• Growing realism: Tackling real detector. e.g. ATLAS GAN.


• Systematic studies: e.g. CaloDNN


• Physics Application: Target high impact potential physics, and work it through.


• Build: Democratize by integrating into framework. 


• Integrate: Production workflow.



RNN Performance (compared to IP3D)
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I Lowest line is IP3D

I Next up: RNN with IP3D inputs

I Each new variable adds discrimination
I At 70% working point:

I RNN with IP3D inputs improves light rejection by 1.7
I With �R(track, jet) and p

frac
T , improves light rejection by 2.5

dguest@cern.ch (UCI) RNN b-tagging May 9, 2017 14 / 20

Identification of Jets Containing b-Hadrons with
Recurrent Neural Networks at the ATLAS

Experiment
ATL-PHYS-PUB-2017-003
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bb
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up to 4x

output

64/32/32/8

32/16/4

DeepFlavour: putting it all together

• Particle collections passed into 1x1 convolution to built 
features and reduce dimensions (~2) per object

• 600+ input features, including most of the 66 DeepCSV
features

• Activation ect. not exotic: ReLu, softmax, dropout, … 15

• Just adding more information, nodes and layer (+2) did 
degrade performance (DeepCSV→noConv)

• Adding the 1x1 convolution and more information, nodes and 
layer does improve performance (DeepCSV→DeepFlavour) 

DeepCSV vs. noConv vs. DeepFlavour

DP-2017-013

Application in physics analysis
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CSVv2 TChiHH TChiHH

L = 35.9 fb
�1

All SM bkg. (225,1) (700,1)

� 2b – 3761.5 33.7

� 3b – 1999.1 19.0

4b – 860.0 9.3

Baseline, � 2b 2600.1±101.0 75.6 7.7

Baseline, � 3b 276.9±5.5 49.6 5.4

Baseline, 4b 72.2±4.1 30.9 3.6

Baseline, pmiss
T > 300, � 2b 104.2±2.4 2.8 6.0

Baseline, pmiss
T > 300, � 3b 12.9±0.8 2.4 4.2

Baseline, pmiss
T > 300, 4b 4.0±0.4 1.7 2.8

DeepCSV TChiHH TChiHH

L = 35.9 fb
�1

All SM bkg. (225,1) (700,1)

� 2b – 4625.6 39.7

� 3b – 2548.7 24.1

4b – 1149.1 12.7

Baseline, � 2b 3650.5±90.2 95.1 9.9

Baseline, � 3b 385.2±9.0 68.6 7.4

Baseline, 4b 94.3±5.3 43.4 5.1

Baseline, pmiss
T > 300, � 2b 144.8±2.8 4.0 7.7

Baseline, pmiss
T > 300, � 3b 16.3±0.8 3.2 5.7

Baseline, pmiss
T > 300, 4b 4.6±0.4 2.5 4.0

Comparison of CSVv2 and DeepCSV

Comparison of the total background and signal yields in simulation for selections based on CSVv2 (left) and DeepCSV (right) in the context 
of the SUS-16-044 analysis. Two benchmark TChiHH points with Higgsino masses of 225 GeV and 700 GeV, and Goldstino mass of 1 GeV 
are shown. The yields for the three b-tag categories are shown for three cases: prior to any selection, after the baseline, and in the high-
pT

miss region where the sensitivity to high mass Higgsinos is enhanced. The background is dominated by events with 2 true b quarks, while 
the signal has 4 b quarks. Compared to CSVv2, the high b-tagging efficiency of the DeepCSV algorithm extends the expected exclusion 
limit by approximately 150 GeV in the Higgsino mass, corresponding to a cross-section that is 3 times smaller. This gain in mass reach is 
aided by the increasingly more favorable kinematics of the signal at higher Higgsino masses.
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1. Use the 4 jets with highest b-tag discriminant to construct 3 
possible H1H2 pairings

2. Select H1H2 pair minimizing mass difference:
3. Define ∆Rmax as the larger of the opening angle between the two 

b-quarks for H1 and H2

SUS-16-044: Analysis definitions

�m = |mH1 �mH2 |

Higgs reconstruction

Objects

2b ≡ Nb,T = 2, Nb,M = 2

3b ≡ Nb,T ≥ 2, Nb,M = 3, Nb,L = 3

4b ≡ Nb,T ≥ 2, Nb,M ≥ 3, Nb,L ≥ 4

b-tag categories

Search for Higgsinos in the context of GMSB in 
the HH+MET final state, where the Higgs bosons  
are reconstructed in their h→ bb decay.

Overview

• No veto leptons or tracks
• 4 or 5 jets, at least 2 tight b-tags
• pTmiss > 150 GeV
• ∆!1,2 > 0.5, ∆!3,4 > 0.3, where ∆!i ≡ ∆R(pTmiss, ith jet)
• ∆m < 40 GeV, ∆Rmax < 2.2 

Baseline event selection

P1

P2

χ̃0
1

χ̃0
1

h

G̃

G̃

h

Nominal search performed in 
Higgs boson mass window in 

the 3b and 4b categories 
defined based on DeepCSV

6 3 Object and variable definitions

to have pT > 10 GeV (pT > 20 GeV) and |h| < 2.5, and to satisfy identification criteria—98

corresponding the veto (medium) working point as defined by the EGAMMA POG—designed99

to minimize any misidentification of light-parton jets, photon conversions, and electrons from100

heavy flavor hadron decays as prompt electrons. Muons are reconstructed by associating tracks101

in the muon system with those found in the silicon tracker [13]. Veto (signal) muon candidates102

are required to satisfy pT > 10 GeV (pT > 20 GeV) and |h| < 2.4 and the medium working point103

as defined by the MUON POG.104

To preferentially select leptons that originate in the decay of W and Z bosons, leptons are re-105

quired to be isolated from other PF candidates. Isolation is quantified using an optimized ver-106

sion of the “mini-isolation” variable originally suggested in Ref. [14], in which the transverse107

energy of the particles within a cone in h-f space surrounding the lepton momentum vector108

is computed using a cone size that scales as 1/p`
T, where p`

T is the transverse momentum of109

the lepton. In this analysis, mini-isolation, Irel
mini = Imini/p`

T, is defined as the transverse energy110

Imini of particles in a cone of radius Rmini-iso around the lepton, divided by p`
T. The transverse111

energy Imini is computed as the scalar sum of the pT values of the charged hadrons from the PV,112

neutral hadrons, and photons. The last term is a correction that estimates the average amount113

of pileup energy near the leptons by taking the contribution from charged candidates not orig-114

inating from the primary vertex and multiplying by 1
2 to account for the average difference in115

neutral and charged contributions from pileup.116

The cone radius Rmini-iso varies with the p`
T according to

Rmini-iso =

8
>><

>>:

0.2, p`
T  50 GeV

10 GeV
p`

T
, p`

T 2 (50 GeV, 200 GeV)

0.05, p`
T � 200 GeV.

(1)

The 1/p`
T dependence is motivated by considering a two-body decay of a massive parent par-117

ticle with mass M and large pT, for which the angular separation of the daughter particles118

is roughly DRdaughters ⇡ 2M/pT. The pT-dependent cone size reduces the rate of accidental119

overlaps between the lepton and jets in high-multiplicity or highly Lorentz-boosted events,120

particularly overlaps between b jets and leptons originating from a boosted top quark. The121

cone remains large enough to contain b-hadron decay products for non-prompt leptons across122

a range of p`
T values. Muons (electrons) must satisfy Irel

mini < 0.2 (0.1). The combined efficiency123

for the signal electron reconstruction and isolation requirements is about 50% at a p`
T of 20 GeV,124

increasing to 65% at 50 GeV and reaching a plateau of 80% above 200 GeV. The combined recon-125

struction and isolation efficiencies for signal muons are about 70% at a p`
T of 20 GeV, increasing126

to 80% at 50 GeV and reaching a plateau of 95% at 200 GeV.127

As already noted in Section 1, the dominant background in the analysis arises from tt single-128

lepton events in which the lepton is a t decaying hadronically or is a light lepton that is not129

Table 2: Summary of object selection requirements.

Object pT [GeV] |h| Other
Jets 30 2.4 Anti-kt R=0.4, cleaned from leptons
Veto electrons 10 2.5 Cut-based Veto ID, Imini < 0.1
Veto muons 10 2.4 Medium ID, Imini < 0.2
Lepton tracks 5 2.4 Itk < 0.2, mT(tk, pmiss

T ) < 100 GeV
Hadronic tracks 10 2.4 Itk < 0.1, mT(tk, pmiss

T ) < 100 GeV

SUS-16-044:
Search for events with two h->bb and MET

1. Use the 4 jets with highest b-tag discriminant to construct 3 
possible H1H2 pairings

2. Select H1H2 pair minimizing mass difference:
3. Define ∆Rmax as the larger of the opening angle between the two 

b-quarks for H1 and H2
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Objects

2b ≡ Nb,T = 2, Nb,M = 2

3b ≡ Nb,T ≥ 2, Nb,M = 3, Nb,L = 3

4b ≡ Nb,T ≥ 2, Nb,M ≥ 3, Nb,L ≥ 4

b-tag categories

Search for Higgsinos in the context of GMSB in 
the HH+MET final state, where the Higgs bosons  
are reconstructed in their h→ bb decay.

Overview

• No veto leptons or tracks
• 4 or 5 jets, at least 2 tight b-tags
• pTmiss > 150 GeV
• ∆!1,2 > 0.5, ∆!3,4 > 0.3, where ∆!i ≡ ∆R(pTmiss, ith jet)
• ∆m < 40 GeV, ∆Rmax < 2.2 

Baseline event selection
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h

Nominal search performed in 
Higgs boson mass window in 

the 3b and 4b categories 
defined based on DeepCSV

6 3 Object and variable definitions

to have pT > 10 GeV (pT > 20 GeV) and |h| < 2.5, and to satisfy identification criteria—98

corresponding the veto (medium) working point as defined by the EGAMMA POG—designed99

to minimize any misidentification of light-parton jets, photon conversions, and electrons from100

heavy flavor hadron decays as prompt electrons. Muons are reconstructed by associating tracks101

in the muon system with those found in the silicon tracker [13]. Veto (signal) muon candidates102

are required to satisfy pT > 10 GeV (pT > 20 GeV) and |h| < 2.4 and the medium working point103

as defined by the MUON POG.104

To preferentially select leptons that originate in the decay of W and Z bosons, leptons are re-105

quired to be isolated from other PF candidates. Isolation is quantified using an optimized ver-106

sion of the “mini-isolation” variable originally suggested in Ref. [14], in which the transverse107

energy of the particles within a cone in h-f space surrounding the lepton momentum vector108

is computed using a cone size that scales as 1/p`
T, where p`

T is the transverse momentum of109

the lepton. In this analysis, mini-isolation, Irel
mini = Imini/p`

T, is defined as the transverse energy110

Imini of particles in a cone of radius Rmini-iso around the lepton, divided by p`
T. The transverse111

energy Imini is computed as the scalar sum of the pT values of the charged hadrons from the PV,112

neutral hadrons, and photons. The last term is a correction that estimates the average amount113

of pileup energy near the leptons by taking the contribution from charged candidates not orig-114

inating from the primary vertex and multiplying by 1
2 to account for the average difference in115

neutral and charged contributions from pileup.116

The cone radius Rmini-iso varies with the p`
T according to

Rmini-iso =

8
>><

>>:

0.2, p`
T  50 GeV

10 GeV
p`

T
, p`

T 2 (50 GeV, 200 GeV)

0.05, p`
T � 200 GeV.

(1)

The 1/p`
T dependence is motivated by considering a two-body decay of a massive parent par-117

ticle with mass M and large pT, for which the angular separation of the daughter particles118

is roughly DRdaughters ⇡ 2M/pT. The pT-dependent cone size reduces the rate of accidental119

overlaps between the lepton and jets in high-multiplicity or highly Lorentz-boosted events,120

particularly overlaps between b jets and leptons originating from a boosted top quark. The121

cone remains large enough to contain b-hadron decay products for non-prompt leptons across122

a range of p`
T values. Muons (electrons) must satisfy Irel

mini < 0.2 (0.1). The combined efficiency123

for the signal electron reconstruction and isolation requirements is about 50% at a p`
T of 20 GeV,124

increasing to 65% at 50 GeV and reaching a plateau of 80% above 200 GeV. The combined recon-125

struction and isolation efficiencies for signal muons are about 70% at a p`
T of 20 GeV, increasing126

to 80% at 50 GeV and reaching a plateau of 95% at 200 GeV.127

As already noted in Section 1, the dominant background in the analysis arises from tt single-128

lepton events in which the lepton is a t decaying hadronically or is a light lepton that is not129

Table 2: Summary of object selection requirements.

Object pT [GeV] |h| Other
Jets 30 2.4 Anti-kt R=0.4, cleaned from leptons
Veto electrons 10 2.5 Cut-based Veto ID, Imini < 0.1
Veto muons 10 2.4 Medium ID, Imini < 0.2
Lepton tracks 5 2.4 Itk < 0.2, mT(tk, pmiss

T ) < 100 GeV
Hadronic tracks 10 2.4 Itk < 0.1, mT(tk, pmiss

T ) < 100 GeV

• E.g. last row, 15% more background and up to ~50% more signal
• Significantly improved limit (150 GeV in Higgsino mass)

DeepCSV success in in 2016 and now default

Convolutional NN for 
flavour-tagging

M. Stoye 
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Abstract. Using calorimeter data from particle detectors, we apply various machine learning techniques to
tasks involving the identification and simulation of particles produced in high-energy particle collisions. We
train neural networks on raw calorimeter-cell-level information, and show that these provide significant
improvements in performance for particle classification and energy regression as compared to methods which
rely on traditional algorithms, such as feature-based neural nets and boosted decision trees. We compare
various neural architectures, and perform hyperparameter scans to study the optimal configurations of
these nets for the classification and regression problems. Furthermore, we demonstrate the applicability of
these nets to other detector geometries, specifically ATLAS-like and CMS-like geometries. In addition, we
train a generative adversarial network that provides reasonable modeling of shower features for different
particle types at various angles and energies. This network could serve as a fast and computationally light
method of simulating particle showers in generated collision events.

1 Overview

In high energy physics (HEP) experiments, detectors serve
as imaging devices, allowing us to take snapshots of decay
products from particle collisions. Some key components of
such detectors are calorimeters, which capture energy de-
positions from showers of secondary particles that are pro-
duced when high-energy primary particles shoot through
dense detector material. The resulting patterns of depo-
sitions, observed as voxelated images, tell us something
about the energy and type of each primary particle.

In order to discover new physics or to study interesting
phenomena, physicists typically start by reconstructing
collision events using collected data, using algorithms to
identify the types and estimate the energies of all particles
produced in each event. Machine learning (ML) techniques
are well suited for such tasks, and indeed ML has long
played an essential role in HEP, including in the 2012 Nobel
Prize-winning discovery of the Higgs boson [1,2] at the

a mzhang60@illinois.edu

ATLAS [3] and CMS [4] experiments at the Large Hadron
Collider (LHC).

In the next decade, the planned High Luminosity Large
Hadron Collider (HL-LHC) upgrade of the current LHC
will enhance our sensitivity to new physics by greatly in-
creasing the achievable proton-proton collision rate. In
addition, many next generation detectors, such as the sam-
pling calorimeters proposed for the ILC [5] and CLIC [6]
colliders, will improve our ability to identify and mea-
sure particles produced in collisions by using much more
granular 3D arrays of pixels. These upgrades and future
accelerators will lead to higher data volumes and pose a
variety of technological and computational challenges in
tasks such as real-time particle reconstruction and fast
detector simulation.

In addition to collision data, physics measurements
typically require extremely detailed and precise simula-
tion, which we produce using software packages such as
Geant4[7]. These simulations rely on the well understood
micro-physics governing the interaction of particles with
matter, and are generally very CPU intensive. In some
cases, such as the ATLAS experiment, simulation cur-



Calorimeter Dataset
• CLIC is a proposed CERN project for a linear accelerator of 

electrons and positrons to TeV energies (~ LHC for protons) 

• LCD is a detector concept. 

• Not a real experiment yet, so we could simulate data and make 
it public.  

• The LCD calorimeter is an array of absorber material and silicon 
sensors comprising the most granular calorimeter design available  

• Data is essentially a 3D image 

• With at effective eta/phi resolution of 0.003x0.003, we can down 
sample to get ~ ATLAS granularity: 0.025x0.1 (pre-sampler) to 
0.2x0.1 Tile D.  

The LCD calorimeter
• CLIC is a CERN project for a linear 

accelerator of electrons and 
positrons to TeV energies (~ LHC for 
protons) 

• The LCD is the detector design 
associated to the project 

• The LCD calorimeter is an array of 
absorber material and silicon 
sensors 

• So far, the most granular (i.e., more 
“pixels”) calorimeter design 
available 
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Calorimetry in one slide
• Most particles hitting a dense material develop a 

shower of particles  

• In this stochastic process, they loose energy, which 
is transmitted to the material 

• Properly instrumenting the material, this energy can 
be collected as an electronic signal and converted 
into an energy measurement 

• The shape of the shower is related to the nature of 
the particle 

• calorimeter fragmented in cells to allow particle 
identification from shower shape 

• each cell is a volume in space associated to an 
energy deposit

Electromagnetic 
shower (e, γ)

Hadronic shower 
(π, Κ, p, n, ..)
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The Project
• 3 Parts to calorimetry: 

• Classification: ID’ing the type of particle. 

• Better performance, less background under peak 

• Regression: Measuring the Energy 

• Better performance, skinner peak, less background under 
peak. 

• Simulation: Necessary for every step… very computationally 
expensive. 

• Faster … save money. 

• Primary goal: while all of these have been demonstrated to be feasible, 
move toward realism, deep investigation, and implementation. 

• Sub-Goals: 

• Demonstrate improvement over traditional techniques 

• Hyper-parameter studies 

• Project to different real detectors
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Fig. 4. The distributions of the invariant mass of diphoton candidates after all selec-
tions for the combined 7 TeV and 8 TeV data sample. The inclusive sample is shown
in (a) and a weighted version of the same sample in (c); the weights are explained
in the text. The result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-order Bern-
stein polynomial is superimposed. The residuals of the data and weighted data with
respect to the respective fitted background component are displayed in (b) and (d).

a window containing Si , of a background-only fit to the data. The
values Si/Bi have only a mild dependence on mH .

The statistical interpretation of the excess of events near mγ γ =
126.5 GeV in Fig. 4 is presented in Section 9.

6. H → W W (∗) → eνµν channel

The signature for this channel is two opposite-charge leptons
with large transverse momentum and a large momentum imbal-
ance in the event due to the escaping neutrinos. The dominant
backgrounds are non-resonant W W , tt̄ , and W t production, all of
which have real W pairs in the final state. Other important back-
grounds include Drell–Yan events (pp → Z/γ (∗) → ℓℓ) with Emiss

T
that may arise from mismeasurement, W + jets events in which
a jet produces an object reconstructed as the second electron or
muon, and W γ events in which the photon undergoes a con-
version. Boson pair production (W γ ∗/W Z (∗) and Z Z (∗)) can also
produce opposite-charge lepton pairs with additional leptons that
are not detected.

The analysis of the 8 TeV data presented here is focused on the
mass range 110 < mH < 200 GeV. It follows the procedure used
for the 7 TeV data, described in Ref. [106], except that more strin-
gent criteria are applied to reduce the W + jets background and
some selections have been modified to mitigate the impact of the
higher instantaneous luminosity at the LHC in 2012. In particular,
the higher luminosity results in a larger Drell–Yan background to
the same-flavour final states, due to the deterioration of the miss-
ing transverse momentum resolution. For this reason, and the fact
that the eµ final state provides more than 85% of the sensitivity of

the search, the same-flavour final states have not been used in the
analysis described here.

6.1. Event selection

For the 8 TeV H → W W (∗) → eνµν search, the data are se-
lected using inclusive single-muon and single-electron triggers.
Both triggers require an isolated lepton with pT > 24 GeV. Qual-
ity criteria are applied to suppress non-collision backgrounds such
as cosmic-ray muons, beam-related backgrounds, and noise in the
calorimeters. The primary vertex selection follows that described
in Section 4. Candidates for the H → W W (∗) → eνµν search are
pre-selected by requiring exactly two opposite-charge leptons of
different flavours, with pT thresholds of 25 GeV for the leading
lepton and 15 GeV for the sub-leading lepton. Events are classified
into two exclusive lepton channels depending on the flavour of the
leading lepton, where eµ (µe) refers to events with a leading elec-
tron (muon). The dilepton invariant mass is required to be greater
than 10 GeV.

The lepton selection and isolation have more stringent require-
ments than those used for the H → Z Z (∗) → 4ℓ analysis (see
Section 4), to reduce the larger background from non-prompt lep-
tons in the ℓνℓν final state. Electron candidates are selected using
a combination of tracking and calorimetric information [85]; the
criteria are optimised for background rejection, at the expense of
some reduced efficiency. Muon candidates are restricted to those
with matching MS and ID tracks [84], and therefore are recon-
structed over |η| < 2.5. The isolation criteria require the scalar
sums of the pT of charged particles and of calorimeter topolog-
ical clusters within %R = 0.3 of the lepton direction (excluding
the lepton itself) each to be less than 0.12–0.20 times the lep-
ton pT. The exact value differs between the criteria for tracks and
calorimeter clusters, for both electrons and muons, and depends on
the lepton pT. Jet selections follow those described in Section 5.3,
except that the JVF is required to be greater than 0.5.

Since two neutrinos are present in the signal final state, events
are required to have large Emiss

T . Emiss
T is the negative vector sum

of the transverse momenta of the reconstructed objects, including
muons, electrons, photons, jets, and clusters of calorimeter cells
not associated with these objects. The quantity Emiss

T,rel used in this
analysis is required to be greater than 25 GeV and is defined as:
Emiss

T,rel = Emiss
T sin %φmin, where %φmin is min(%φ, π

2 ), and Emiss
T is

the magnitude of the vector Emiss
T . Here, %φ is the angle between

Emiss
T and the transverse momentum of the nearest lepton or jet

with pT > 25 GeV. Compared to Emiss
T , Emiss

T,rel has increased rejec-

tion power for events in which the Emiss
T is generated by a neutrino

in a jet or the mismeasurement of an object, since in those events
the Emiss

T tends to point in the direction of the object. After the lep-
ton isolation and Emiss

T,rel requirements that define the pre-selected
sample, the multijet background is negligible and the Drell–Yan
background is much reduced. The Drell–Yan contribution becomes
very small after the topological selections, described below, are ap-
plied.

The background rate and composition depend significantly on
the jet multiplicity, as does the signal topology. Without accom-
panying jets, the signal originates almost entirely from the ggF
process and the background is dominated by W W events. In con-
trast, when produced in association with two or more jets, the
signal contains a much larger contribution from the VBF process
compared to the ggF process, and the background is dominated by
tt̄ production. Therefore, to maximise the sensitivity to SM Higgs
events, further selection criteria depending on the jet multiplicity
are applied to the pre-selected sample. The data are subdivided
into 0-jet, 1-jet and 2-jet search channels according to the number

A Computing Resources
For the studies presented in this paper, we used two computing clusters. One
was a cluster located at the University of Texas at Arlington (UTA), and one was
the Blue Waters supercomputing network located at the University of Illinois at
Urbana Champaign (UIUC). The UTA cluster has 10 GTX Titan GPU’s with 6
GB of memory each. Blue Waters uses Nvidia Kepler GPU’s, also with 6 GB of
memory each.

All models were implemented and trained using PyTorch [20]. The sam-
ple generation and training frameworks were both written in Python, with
the sample generation codebase at https://github.com/UTA-HEP-Computing/
CaloSampleGeneration and the TriForce training framework at https://github.
com/BucketOfFish/Triforce_CaloML.

B Sample Examination
The samples used in our studies were composed of ECAL (electronic calorimeter)
and HCAL (hadronic calorimeter) cellular hit deposition information taken
around the barycenter of each particle collision event. A 25x25x25 ECAL
window and 11x11x60 HCAL window was taken from each event. An example
photon event can be seen in Figure 29, and an example neutral pion event can
be seen in Figure 30. In these events, we can see that the photon event has left
more hits in both the ECAL and HCAL. Furthermore, we can see the presence
of two distinct tracks in the neutral pion event. These features are characteristic
of events from these two classes.

We also see from examining events such as the ones in Figures 29 and 30
that window sizes of 25x25x25 in the ECAL and 11x11x60 in the HCAL are
enough to capture the great majority of event information, but this is examined
in more detail in Appendix C.

Figure 29: ECAL plot (left) and HCAL plot (right) of photon event.
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Figure 30: ECAL plot (left) and HCAL plot (right) of neutral pion event.

C Calorimeter Window Size
The optimal window size to store for ECAL and HCAL was an important issue,
since this impacted not only sample storage size, but also training speed and
the maximum batch sizes which we could feed to our GPUs.

From examinations of our generated samples, we found that an ECAL window
of 25x25x51 and an HCAL window of 11x11x60 looked reasonable. To test this
hypothesis, we performed training using the same samples and classification
architecture used in our NIPS studies (Appendix ??), but with different-sized
input samples. The architecture was altered to accommodate larger windows
simply by increasing the number of neurons on the input layer. Results trained
using an ECAL window of size 25x25x25 (51x51x25) are shown in Figure 31
(Figure 32). From the similarity of these curves, we have decided that an expanded
ECAL window size does not contain much additional useful information, and is
thus not necessary for our problems.

Figure 31: Accuracy and loss curves for photon/neutral pion classification, using
a 25x25x25 ECAL window size.
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Classification
• Compare BDT trained Features to DNNs trained on Images.   
• Add realism… 
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Fig. 5. ROC curve comparisons for photon vs. neutral pion
(top) and electron vs. charged pion (bottom) classification
using different neural net architectures. Samples include particle
energies from 10 to 510 GeV, and an inclusive eta range.

these cases information is more "compressed" in the x-y
plane, making it harder to distinguish shower features.

4 Regression

4.1 Problem Description

In physics searches, it is very important to accurately
determine the energy and trajectory of particles, since this
allows us to calculate important information such as the
masses of new particles and the amount of missing energy
in a collision (which is carried away by weakly interacting
particles). For these studies, we trained using the same
filtered events as used in classification. These included
particles in a range from 10 to 510 GeV, and at various
angles (eta). We trained to simultaneously optimize both
energy regression and angle regression. Regression results
using various neural net architectures were compared with
results from linear regression, and both resolution and bias
were compared for energy and angle regression.

Fig. 6. Accuracies of best performing net for photon vs. neutral
pion classification problem, in bins of (top) energy and (bottom)
eta.

Fig. 7. Accuracies of best performing net for electron vs.
charged pion classification problem, in bins of (top) energy
and (bottom) eta.
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Fig. 22. First step of resampling (top) - cell hit information is
extrapolated from CLIC geometry to a different detector geome-
try. Second step (bottom) - hit information is re-extrapolated to
CLIC geometry, in order to allow us to continue using the same
neural architectures for classification, regression, and GAN. Not
to scale.

Fig. 23. Geometry values for CLIC, CMS, and ATLAS
calorimeters.

not captured by this simple geometrical rescaling. For ex-
ample, the CMS detector was designed with only a single
layer in the ECAL, in exchange for very precise energy
measurements. Our resampling method only captures geo-
metric effects, and would not be able to model the increase
in energy resolution. Furthermore, we are unable to in-
clude second-order effects such as gaps in the detector
geometries.

However, with those caveats, we now we demonstrate
the effects of resampling on classification accuracy in the
photon vs. neutral pion problem, and on regression per-
formance for all four particle classes. We use the same
samples and network architectures as defined in Sections 3
and 4.

Classification ROC curve comparisons between network
architectures and BDT baseline are shown in Figure 24
for ATLAS-like and CMS-like geometries. Here we can
see that the previously seen ordering still holds true. The
GoogLeNet-based architecture performs best, followed by
the CNN, then the DNN. All three nets outperform the
BDT baseline. The effect is less pronounced after the CMS-
like resampling, due to the low granularity and the single
detector layer in the z direction.

Fig. 24. ROC curve comparisons for variable-angle gamma/pi0
classification on data resampled to ATLAS-like (top) and CMS-
like (bottom) geometries.

Regression results are shown in Figures 25 to 28. Here
we have included the regression baselines, DNN nets, and
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Figure 2: Hyperparameter scan results for CNN. Scanning over number of hidden
layers vs. number of neurons per hidden layer (top left), learning rate vs. dropout
probability (top right), and number of ECAL filters vs. number of ECAL kernels
(bottom).

Figure 3: Hyperparameter scan results for GN. Scanning over number of hidden
layers vs. learning rate (left) and learning rate vs. decay rate (right).
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Figure 2: Hyperparameter scan results for CNN. Scanning over number of hidden
layers vs. number of neurons per hidden layer (top left), learning rate vs. dropout
probability (top right), and number of ECAL filters vs. number of ECAL kernels
(bottom).

Figure 3: Hyperparameter scan results for GN. Scanning over number of hidden
layers vs. learning rate (left) and learning rate vs. decay rate (right).
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and estimated eta, and follow with dense layers like in the DNN architecture.

3.3 Hyperparameter Scans

In order to determine the best configurations for our various neural architectures,
we scanned over a hyperparameter space for each architecture. Each hyperpa-
rameter point was scanned ten times, in order to obtain a systematic error bar
on final accuracy.

These hyperparameter scans were performed on the gamma vs. neutral pion
classification task only. For each scan point, the DNN and CNN architectures
trained on 400,000 events, using another 400,000 events for testing. DNN and
CNN scan points trained for three epochs each, taking about seven hours each.
GN trained on 100,000 events and tested on another 100,000. Due to a higher
training time, each GN scan point only trained for a single epoch, taking about
twenty hours.

For CNN and DNN training, we used minibatches of 1,000 events when
training. However, due to GPU memory limitations, we could not do the same
with GN. Instead, we split each minibatch into 100 "microbatches" of ten events
each. A single microbatch was loaded on the GPU at a time, and gradients were
added up after back-propagation. Only after the entire minibatch was calculated
did we update net weights using the combined gradients.

Hyperparameter scan results are shown in Figures 1 (for DNN), 2 (for CNN),
and 3 (for GN). Default hyperparameter values are as follows: 0.08 dropout
rate and 0.0004 learning rate. For DNN and CNN, 3 hidden layers, 512 neurons
per layer, 0 decay rate. For CNN, number of ECAL filters 3, number of ECAL
kernels 4. For GN, 512 neurons in the final layer and 0.04 decay rate. An ECAL
window size of 25 was used in all instances, to allow fair comparison between
DNN, CNN, and GN, as larger ECAL sizes posed a memory problem when
training GN.

Figure 1: Hyperparameter scan results for DNN. Scanning over number of hidden
layers vs. number of neurons per hidden layer (left) and learning rate vs. dropout
probability (right).

6



Regression

Figure 15: (Left) Bias and (right) resolution as a function of true energy for
energy predictions for ⇡

0, on fixed-angle samples.

Figure 16: (Left) Bias and (right) resolution as a function of true energy for
energy predictions for all particles, comparing the XGBoost baseline with the
best CNN model, on fixed-angle samples.
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0, on fixed-angle samples.

Figure 16: (Left) Bias and (right) resolution as a function of true energy for
energy predictions for all particles, comparing the XGBoost baseline with the
best CNN model, on fixed-angle samples.
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Simulation

after activation in all except first layer. The output of the final convolution layer
is flattened and connected to a sigmoid neuron corresponding to real/fake output
of GAN as well as a linear unit for energy regression. The generator has a latent
vector of size 256. The first convolution layer has 64 filters with 6⇥ 6⇥ 8 kernels.
The next two layers have 6 filters of 5⇥ 8⇥ 8 and 3⇥ 5⇥ 8 kernels respectively.
The last layer has a single filter of 2 ⇥ 2 ⇥ 2 kernel. The activations are all
leaky ReLU except ReLU for last layer. Batch normalization layers were added
after first and second layers. RMSprop [17] was used to train the network. The
GAN cost function was modified to include an auxiliary energy regression task
as well as checks on total energy deposited, angle and a cell energy histogram
cost that tries to restrain the distribution of individual cell energies. The model
is implemented in KERAS [18] and Tensorflow [19].

5.3 Results

Figure 17 shows a few events from the Geant4 data set. The events were selected
to cover both ends of primary energy and angle spectrum. Figure 18 presents the
corresponding generated events with same primary energy and angle as Geant4
events in Figure 17. The events look visually similar, but we need to compare
various calculated quantities.

 

Primary energy 113.1 GeV
Theta 61.21 degrees

Primary energy  147.9 GeV
Theta 87.83 degrees

Primary energy  192.99 GeV
Theta 116.80 degrees

Figure 17: GEANT4 events with different primary particle energies and angles.

16

  

Primary energy 113.1 GeV
Theta 61.21 degrees

Primary energy  147.9 GeV
Theta 87.83 degrees

Primary energy  192.99 GeV
Theta 116.80 degrees

Figure 18: GAN generated events with similar primary energies and angles.

We now compare a batch of electron GEANT samples vs. GAN samples
produced with the same particle type and energy. In Figure 19, we compare
various features between these samples. These features are very important for
particle type and energy detection. The ratio of the total energy deposited in
calorimeter to the primary energy of the particle (sampling fraction), number of
hits above a threshold as well as the amount of energy deposited along different
axis defining shower shapes are presented here. These features are compared
for different angle bins. Figure 20 show some additional features like second
moments for shower along different axis presenting shower width, ratios of energy
deposited in differnt parts of calorimeter to total energy as well as shower shapes
in log scale.

Figure 21 shows comparisons of GAN vs. GEANT energy regression results
and results of classification run on the two types of samples. We can see
that there is reasonable agreement between all calculated features, though the
GAN has more of a tendency to deposit energy in the first layer of the ECAL.
Classification for both GAN and GEANT events were near 100%, as electron
classification accuracy in our nets was very high. The slight difference between
GAN and GEANT in this regard may point to the GAN net learning the mean
more strongly, and tending to generate less outliers. Regression shows similar
performance for GAN and GEANT, though GAN has more of a spread in
predicted energy.

All quantities compared showed an agreement within acceptable limits. Gen-
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Figure 20: Geant4 vs. GAN comparison for shower width (second moment) in
x,y,z, ratio of energy deposited in parts along direction of particle traversal to
total energy and shower shapes along x,y,z axis in log scale for 100-200 GeV
primary particle energies and 60-120 degrees theta

Figure 21: (Left) Scatter plot showing comparisons between true and predicted
particle energy for GAN and GEANT samples. (Right) Classification accuracy
of GAN and GEANT electron events. There were 2213 electron events for each
type.
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Abstract

Using variational autoencoders trained on known physics processes, we develop a
one-side p-value test to isolate previously unseen processes as outlier events. Since
the autoencoder training does not depend on any specific new physics signature,
the proposed procedure has a weak dependence on underlying assumptions about
the nature of new physics. An event selection based on this algorithm would
be complementary to classic LHC searches, typically based on model-dependent
hypothesis testing. Such an algorithm would deliver a list of anomalous events,
that the experimental collaborations could further scrutinize and even release as a
catalog, similarly to what is typically done in other scientific domains. Repeated
patterns in this dataset could motivate new scenarios for beyond-the-standard-model
physics and inspire new searches, to be performed on future data with traditional
supervised approaches. Running in the trigger system of the LHC experiments,
such an application could identify anomalous events that would be otherwise lost,
extending the scientific reach of the LHC.

1 Introduction

One of the main motivations behind the construction of the CERN Large Hadron Collider (LHC) is
the exploration of the high-energy frontier in search for new physics phenomena. This new physics
could answer some of the standing fundamental questions in particle physics, e.g., the nature of
dark matter or the origin of electroweak symmetry breaking. In LHC experiments, searches for
physics beyond the Standard Model (BSM) are typically carried on as fully-supervised data analyses:
assuming a new physics scenario of some kind, a search is structured as a hypothesis test based on
profiled likelihood ratios [1]. These searches are said to be model dependent, since they depend on
considering a specific new physics model.

Assuming that one is testing the right model, this approach is very effective in discovering a signal,
as demonstrated by the LHC searches for the Standard Model (SM) Higgs boson [2, 3]. On the other
hand, given the (so far) negative outcome of many BSM searches at the LHC and at other particle-
physics experiments, it is possible that a future BSM model, if any, is not among those typically tested.
The problem is more profound if analyzed in the context of the LHC big-data problem: at the LHC,
40 million proton-beam collisions are produced every second, but only 1000 collision events/sec can
be stored by the ATLAS and CMS experiments, due to limited bandwidth, processing, and storage
resources. It is possible to imagine BSM scenarios that would escape detection, simply because the
corresponding new physics events would be rejected by a typical set of online selection algorithms.

Establishing alternative search methodologies with reduced model dependence is an important aspect
of future LHC runs. Traditionally, this issue was addressed with so-called model-independent
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Figure 3: Schematics of the VAE used to perform anomaly detection, where X represent the input
variables and z the latent space variables. The shape of each layer is reported in brackets.

In this section, we present both the best-performing autoencoder model and a set of supervised
classifiers, trained to distinguish each of the four BSM benchmark models from SM events. We use
the classification performance of these supervised algorithms as an estimate of the best performance
that the VAE could get to.

4.1 Autoencoders

Autoencoders are algorithms that compress a given set of inputs variables in a latent space (encoding)
and then, starting from the latent space, reconstruct the HLF input values (decoding). Autoencoders
are used in the context of anomaly detection, associating a p-value to a given event through a
quantification of the encoding-decoding distance.

In this work we focus on VAEs [26]. Unlike traditional AEs, VAEs return the event pdf in the latent
and original space, instead of decoded values of the input quantities and the encoded point in the
latent space. The functional form of the pdfs is specified through the loss function a priori and the
pdfs’ shape parameters are the output of a trainable function of the inputs. Such a function is the VAE
itself and is determined during training.

We consider the VAE architecture shown in Fig. 3, characterized by a four-dimensional latent space.
Each latent dimension is associated to a Gaussian pdf and its two degrees of freedom (mean µ and
variance �2). The input layer consists of 21 nodes, corresponding to the 21 HLF quantities described
in Section 3. This layer is connected to the hidden space through two hidden dense layers, each
consisting of 50 neurons with ReLU activation functions. Two four-neuron layers are connected to
the second hidden layer. Linear activation functions are used for the first of these four-neuron layers.
Its nodes are interpreted as the mean values µz of the latent-space Gaussian pdfs. The nodes of the

7

Figure 5: Comparison of input (blue) and output (red) probability distributions for the HLF quantities
in the validation sample.Output distributions are obtained adding the predicted pdf for each event
properly normalized.

the LHC running conditions listed in Section 1. Table 3 also reports the by-process VAE selection
efficiency and the relative background composition of the selected sample.
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Figure 6: ROC curves for the fully-supervised BDT classifiers, optimized to separate each of the four
BSM benchmark models from the SM cocktail dataset.

Figure 7: Distribution of the loss components: Lossreco (left) and DKL (right) for the validation
dataset. For comparison, the corresponding distribution for the SM processes and the four benchmark
BSM models are shown. The vertical line represents a lower threshold such that 5.4 · 10�6 of the SM
events would be retained, equivalent to ⇠ 1500 expected SM events per month.

Figure 7 also shows Lossreco and DKL distribution for the four benchmark BSM models. We observe
that the discrimination power, loosely quantify by the integral of these distributions above threshold,
is better for Lossreco than DKL and that the impact of the DKL term on LossTot discrimination is
negligible. Anomalies are then defined as events laying on the right tail of the expected Lossreco
distribution.

The left plot in Fig. 8 shows the ROC curves obtained from the Lossreco distribution of the four BSM
benchmark models and the SM cocktail, compared to the corresponding BDT curves of Section 4.2.

12

Table 3: By-process acceptance rate for the anomaly detection algorithm described in the text,
computed applying the lower threshold on Lossreco shown in Figure 7. The threshold is tuned such
that a fraction of about ✏SM = 5.4 · 10�6 of SM events would be accepted, corresponding to ⇠ 30
events/day and ⇠ 1000 events/month (assuming an average luminosity per month of 5 fb�1). The
sample composition refers to the subset of SM events accepted by the anomaly detection algorithm.
All quoted uncertainties refer to 95% CL regions.

Standard Model processes
Process VAE selection Sample composition Event/month
W 3.6± 0.7 · 10�6 32% 379± 74

QCD 6.0± 2.3 · 10�6 29% 357± 143
Z 21± 3.5 · 10�6 21% 256± 43
tt̄ 400± 9 · 10�6 18% 212± 5

Tot 1204± 167

The right plot in Fig. 8 shows the p-value computed from the cocktail SM distribution, both for the
SM events themselves (flat by construction) and for the four BSM processes. As the plot shows, BSM
processes tend to concentrate at small p-values, which allows their identification as anomalies.

Figure 8: Left:ROC curves for the VAE trained only on SM mix (solid), compared to the corresponding
curves for the four supervised BDT models (dashed) described in Section 4.2. Right: p-value
distribution for the SM cocktail events and the four BSM benchmark processes.

Table 4 summarize VAE’s performance on the four BSM benchmark models. Together with the
selection efficiency corresponding to ✏SM = 5.4 · 10�6, the table reports the effective cross section
(cross section after applying the trigger requirements) that would correspond to 100 selected events
in a month (assuming an integrated luminosity of 5 fb�1). Similarly, we quote the cross section that
would result in a signal-to-background ratio of 1/3 on the sample of events selected by the VAE. The
VAE can probe the four models down to relatively low cross section values, comparable to those that
are typically probed in dedicated fully-supervised searches. As a comparison, Ref. [33] excludes a
LQ ! ⌧b with a mass of 150 GeV and production cross section larger than ⇠ 10 pb, using 4.8 fb�1

at a center-of-mass energy of 7 TeV, while most recent searches [34] only cover larger mass values.

6 How to deploy a VAE for BSM detection

The work presented in this paper suggests the possibility of deploying a VAE as a trigger algorithms
associated to dedicated data streams. These trigger would isolate anomalous events, similarly to
what was done by the CMS experiment at the beginning of the first LHC run. At that time, with
early new physics signal being a possibility, the CMS experiment deployed online a set of algorithms
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We present a study for the generation of events from a physical process with generative deep
learning. To simulate physical processes it is not only important to produce physical events, but also
to produce the events with the right frequency of occurrence (density). We investigate the feasibility
to learn the event generation and the frequency of occurrence with Generative Adversarial Networks
(GANs) and Variational Autoencoders (VAEs) to produce events like Monte Carlo generators. We
study three toy models from high energy physics, i.e. a simple two-body decay, the processes
e+e� ! Z ! l+l� and pp ! tt̄ including the decay of the top quarks and a simulation of the detector
response. We show that GANs and the standard VAE do not produce the right distributions. By
bu↵ering density information of Monte Carlo events in latent space given the encoder of a VAE we
are able to construct a prior for the sampling of new events from the decoder that yields distributions
that are in very good agreement with real Monte Carlo events and are generated O(108) times faster.
Applications of this work include generic density estimation and sampling, targeted event generation
via a principal component analysis of encoded events in the latent space and the possibility to
generate better random numbers for importance sampling, e.g. for the phase space integration of
matrix elements in quantum perturbation theories. The method also allows to build event generators
directly from real data events.

I. INTRODUCTION

The simulation of physical and other statistical
processes is typically done with the help of sampling
quasi-random numbers as the input of a simulation.
The simulation turns random numbers into observable
physical events. This is known as the Monte Carlo (MC)
method. A fundamental problem with the numerical
calculations simulating physical processes today is
their immense need for computational resources which
restricts the corresponding scientific progress regarding
its velocity, budget and therefore general availability. As
an example, the full pipeline of the MC event generation
in particle physics experiments including the detector
response may take up to O(10) minutes per event [1–8]
and largely depends on MC sampling algorithms such as
VEGAS [9]. Accelerating the event generation pipeline
with the help of machine learning will also provide a sig-
nificant speed up for signal studies allowing e.g. broader
searches for signals of new physics. Another issue is
the probabilistic nature underlying event generation:
the inability to exactly specify the event that ought to
be generated. Data analysis often requires to generate
events which are kinematically similar to events seen in

⇤
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scaron@nikhef.nl

the data. Current event generators typically require the
generation of many events and then, after generation,
to select the interesting events with a low e�ciency.
Furthermore, currently the simulation itself cannot be
learned directly from real detector data.

In this paper we outline an alternative approach with
generative deep machine learning (ML) models and
perform a feasibility study of our method. The main
problem we tackle in this paper is to create a generator
that learns to sample from distributions that are in
good agreement with the distributions found in the
training data. However, most e↵orts of the machine
learning community regarding generative models are
typically not aimed at learning the correct frequency
of occurrence. So far, applications of generative ML
approaches in particle physics focused on image genera-
tion [10–13] due to the recent successes in unsupervised
machine learning with generative adversarial networks
(GANs) [14–16] to generate realistic images according
to human judgement [17, 18]. Here, we investigate
deep generative models, namely GANs and Variational
Autoencoders (VAEs) [19] and provide proof for the
feasibility of expanding the use of generative models
in the form of VAEs beyond images for applications in
particle physics. We find that beside being di�cult to
tune, GANs are inferior for this task.
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FIG. 1. Events that are generated by a Monte Carlo generator for a toy two-body decay (gray), by the VAE with a standard
normal prior (blue line), by the B-VAE with a bu↵ering of density information in the latent space (red line) and by the GAN
(green line). The top line shows the distributions for px, py, pz of particle 1 + 2. The bottom line shows E2

� p2 � m2 for
particle 1 and 2 and the distribution for the azimuthal angle � of particle 1.

FIG. 2. Distributions of the first three of ten latent space dimensions (left to right) in the trained VAE for the e+e� ! Z ! l+l�

process. While the left plot displays great similarity with a standard normal distribution, the other two have a more narrow
peak and a cut-o↵ around ±2.5. If sampled beyond the cut-o↵, events become unphysical.
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oscillation parameters via the disappearance of ⌫µ and appearance of ⌫e from neutrino oscillation.
NOvA consists of two functionally identical detectors in the NuMI (Neutrinos at the Main Injector)
beam [39] at Fermilab which produces a focused beam with an initial flavor composition largely
dominated by ⌫µ and a small intrinsic ⌫µ, ⌫e, and ⌫e components. Placing the detectors o↵-axis
at 14.6 mrad provides a narrow-band neutrino energy spectrum near 2 GeV. The Near Detector,
located at Fermilab, is placed 1 km from the neutrino source; the Far Detector is located 810 km
away near Ash River, Minnesota. The NOvA detectors are composed of extruded PVC cells filled
with liquid scintillator which segment the detector into cells with a cross section 3.9 cm wide ⇥
6.6 cm deep. The cells are 15.5 m long in the Far Detector. Scintillation light from charged particles
can be captured by a wavelength shifting fiber which runs through each cell. The end of the fiber is
exposed to a single pixel on an avalanche photo-diode array to record the intensity and arrival time
of photon signals. The spatial and absolute response of the detector to deposited light is calibrated
out using physical standard candles, such that a calibrated response can be derived which is a good
estimate of the true deposited energy. Parallel cells are arrayed into planes, which are configured in
alternating horizontal and vertical alignments to provide separate, interleaved X-Z, and Y-Z views.
The 14,000 ton Far Detector, which is used for the training and evaluation of CVN in this paper,
consists of 344,064 total channels arranged into 896 planes each 384 cells wide [6]. Information
from the two views can be merged to allow 3D event reconstruction. A schematic of the detector
design can be seen in Figure 2.

Figure 2. Schematic of the NOvA detector design
The two figures on the right show the views through the top and side of the three-dimensional figure
on the left. They show the ‘hits’ produced as charged particles pass through and deposit energy in
the scintillator-filled cells. Illustration courtesy of Fermilab.

Reconstruction of the neutrino energy and flavor state at the detector is essential to neutrino
oscillation measurements. The neutrino flavor state can be determined in charged-current (CC)

– 5 –

Figure 7. Output of the first inception module
Shown above are three example input images and corresponding example human readable feature
maps from the output of the first inception module in the Y view branch of our trained network.
The top-most feature map for each event seems to be particularly sensitive to hadronic activity and
the bottom-most feature map seems to be sensitive to muon tracks. Shown are an example ⌫µ CC
DIS interaction (top), ⌫µ CC QE interaction (middle), and ⌫ NC interaction (bottom).
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reject cosmic backgrounds while retaining well-contained neutrino events inside the signal energy
window with high e�ciency. We quote our selection e�ciencies relative to true contained signal,
again matching the approach described in [52] for ⌫e and [53] for ⌫µ tests respectively.

Since the output of the final softmax layer in CVN is normalized to one, it can be loosely
interpreted as a probability of the input event falling in each of the thirteen training categories. For
the results presented in this paper a ⌫e CC classifier was derived from the sum of the four ⌫e CC
component probabilities. Similarly, the four ⌫µ CC components were summed to yield a ⌫µ CC
classification. Figure 9 shows the distribution of the CVN ⌫e CC classification parameter for true
⌫e CC events from ⌫µ ! ⌫e oscillation and the various NuMI beam backgrounds broken down
by type. Figure 10 shows the cumulative e�ciency, purity, and their product when selecting all
events above a particular CVN ⌫e CC classification parameter value. Excellent separation between
signal and background is achieved such that the only significant background remaining is that of
electron neutrinos present in the beam before oscillation; CVN does not attempt to di↵erentiate
between ⌫e CC events from ⌫µ ! ⌫e oscillation and those from ⌫e which are produced promptly
in the neutrino beam; these di↵er only in their energy distributions. Figures 9 and 10 also show
the performance of the CVN ⌫µ CC classification parameter. As with ⌫e, excellent separation is
achieved.

A common way to assess the performance of a signal selection is to compute a Figure of Merit
(FOM) given the number of selected signal events S and background events B. The FOM = S/

p
B

optimizes for a pure sample useful for establishing the presence of the signal S in the presence
of the background, while FOM = S/

p
S + B optimizes for an e�cient sample useful for making

parameter measurements with the signal S . Table 1 shows the e�ciency, purity, and event count
at the maximal point for both optimizations when using CVN to select ⌫e CC events, and Table 2
shows the same for ⌫µ CC events. Using CVN we were able to set selection criteria well optimized
for either FOM when searching for both surviving ⌫µ and appearing ⌫e events.

CVN Selection Value ⌫e sig Tot bkg NC ⌫µ CC Beam ⌫e Signal E�ciency Purity
Contained Events � 88.4 509.0 344.8 132.1 32.1 � 14.8%

s/
p

b opt 0.94 43.4 6.7 2.1 0.4 4.3 49.1% 86.6%
s/
p

s + b opt 0.72 58.8 18.6 10.3 2.1 6.1 66.4% 76.0%

Table 1. A table showing relative selected event numbers for the various components of the NuMI beam,
e�ciency, and purity for two di↵erent optimizations for the selection of appearing electron neutrino CC
interactions. E�ciency is shown here relative to the true contained signal. The numbers are scaled to an
exposure of 18 ⇥ 1020 protons on target, full 14-kton Far Detector.

CVN Selection Value ⌫µ sig Tot bkg NC Appeared ⌫e Beam ⌫e Signal E�ciency Purity
Contained Events � 355.5 1269.8 1099.7 135.7 34.4 � 21.9%

s/
p

b opt 0.99 61.8 0.1 0.1 0.0 0.0 17.4% 99.9%
s/
p

s + b opt 0.45 206.8 7.6 6.8 0.7 0.1 58.2% 96.4%

Table 2. A table showing relative selected event numbers for the various components of the NuMI beam,
e�ciency, and purity for two di↵erent optimizations for the selection of surviving muon neutrino CC in-
teractions. E�ciency here is shown here relative to the pre selected sample. The numbers are scaled to an
exposure of 18 ⇥ 1020 protons on target, full 14-kton Far Detector.

Perhaps the most important way to assess the performance of the CVN classification param-
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• Core Physics requires just measuring neutrino flavor and energy. 

• Generally clean (low multiplicity) and high granularity.   

• First HEP CNN application: Nova using Siamese Inception CNN.
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Alexander Radovic CNNs for Neutrino Experiments

• Our detectors are also often the perfect domain: 
• Large ~uniform volumes where spatially invariant 

response is a benefit.  
• Usually only one or two detector systems. 
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Why Convolutional Neural 
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t-SNE Representation of Test 
Sample
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Truth labels, training sample subset.
t-SNE projection of final features to 2D.
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However our CNN achieves 73% efficiency and 76% purity on 
νe selection at the                optimized cut.  
Equivalent to 30% more exposure with the old PIDs.

s/
p
s+ b

After oscillations, cosmic rejection cuts, data quality cuts:
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π+ κ+ μ+ e+ γ

DNN 74.42% 40.67% 6.37% 0.12% 0%
LArIAT
Analysi

74.5% 68.8% 88.4% 6.8% 2.4%

π– κ- μ- e- γ

DNN 78.68% 54.47% 13.54% 0.11% 0.25%
LArIAT
Analysi

78.7% 73.4% 91.0% 7.5% 2.4%

LArIAT: 
DNN vs Alg
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Learning Representations
• Example: Daya Bay Experiment (Evan Racah, et al) 

• Input: 8 x 24 PMT unrolled cylinder. Real Data (no simulation)  

• 2 Studies: 

• Supervised CNN Classifier

• Labels from standard analysis:  Prompt/Delayed Inverse Beta Decay, 
Muon, Flasher, Other. 

• Convolutional Auto-encoder (semi-supervised) 

• Clearly separates muon and IBD delay without any physics knowledge. 

• Potentially could have ID’ed problematic data (e.g. flashers) much earlier.

7

(a) Example of an “IBD delay” event (b) Example of an “IBD prompt” event

Fig. 5: Raw event image (top row) and convolutional autoencoder reconstructed event image (bottom row).
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(a) An IBD delay event in cluster A (b) An IBD prompt event in cluster A

(c) An IBD delay event in cluster C (d) An IBD prompt event in the blue cluster below the letter B

Fig. 3: Representative examples of various IBD events in Figure 2. Clusters in Figure 2 where each event appears called out
by letter

Fig. 2: t-SNE reduction of representation learned on the last
fully connected layer of CNN

supervised convolutional neural network. Figure 2 shows the t-
SNE visualization of the outputs from the last fully connected
layer of the CNN. This visualization shows in two dimensions
how the each example is clustered in the 26-dimensional
feature space learned by the network.

We also show, in Figures 3a and 3b, example PMT charges
of different types of events that are in clusters in the t-SNE
clustering (Figure 2) that contain a mix of labels near each
other, as well as examples contained in well separated clusters
in Figures 3c and 3d.

2) Interpretation: Our results suggest that there are patterns
in the Daya Bay data that can be uncovered by machine
learning techniques without knowledge of underlying physics.
Specifically, we were able to achieve high accuracy on classi-
fication of the Daya Bay events using only the spatial pattern
of the charge deposits. In contrast, the physicists used the
time of the events and prior physics knowledge to perform
classification. In addition, our results suggest that deep neural
networks were better than other techniques at classifying
the images and thus finding patterns in the data. As shown
in Table II, our CNN architecture had the highest F1-score
and accuracy for all event types. In particular, it showed
significantly higher performance on classes “IBD prompt” and
“flasher”. Not only did the supervised CNN perform better in
classifying the data then other shallower ML techniques, such
as KNN and SVM’s, but it also discovered features in the data
that helped cluster it into fairly distinct groups as shown in
Figure 2.

We can further investigate the raw images within the clusters
formed by t-SNE. For example, in Figures 3a and 3b the
CNN has identified a particularly distinctive charge pattern
common to both images. These are labelled as different
types because prompt events have a large range of charge
patterns, some of which very closely resemble delay events.
The standard physics analysis is able to resolve these only
by using the time coincidence of delay events happening
within 200 microseconds after prompt events, while the neural
network solely has charge pattern information. Figures 3c and
3d, on the other hand, show images from more distinct prompt
and delay clusters, respectively, illustrating that prompt events
deposit less energy in the detector on average.

t-SNE reduction of 26-dim 
representation of the last fully connected 
layer.

6

Such clustering suggests that, with help from ground truth
labelling, deep learning techniques can discover informative
features and thus find structure in raw physics inputs. Because
such patterns in the data exist and can be learned, this suggests
that unsupervised learning also has the potential to discover
these patterns without needing ground truth labeling, so we
turn to that analysis in the next section.

B. Unsupervised learning with Convolutional Autoencoder

1) Results: For the convolutional autoencoder, we present
the t-SNE visualization of the 10 features learned by the
network in figure 4. To show how informative the feature
vector that the network learned is, we also show several
event images and their reconstruction by the autoencoder in
Figures 5a and 5b. More informative features that are learned
correspond to more accurate reconstructions because the 10
features effectively give the network the “ingredients” it needs
to the reconstruct the input 8x24 structure.

2) Interpretation: The convolutional autoencoder is de-
signed to reconstruct PMT images and so it learns different
features than the supervised CNN which is attempting to
classify based on the training labels. Therefore, the t-SNE
clustering for this part of the study (in Figure 4) is quite
distinct to that in the supervised section. Nevertheless we
were able to obtain well defined clusters without using any
physics knowledge or training. Specifically there is a very
clearly separated cluster that can be identified with the labelled
muons, and also a fairly clear separation between “IBD delay”
and other events. We even achieve some separation between
“IBD prompt” and “other” backgrounds which, as mentioned
above, is mainly achieved in the default physics analysis only
by incorporating additional information of the time between
prompt and delayed events.

By looking at the reconstructed images, we can see the au-
toencoder was able to filter out the input noise and reconstruct
the important shape of different event types. For example, in
Figure 5a, the shape of the charge pattern is reconstructed
extremely accurately, which shows that the 10 learned features
from the autoencoder are very informative for “IBD delay”
events. In Figure 5b, salient and distinct aspects of the more
challenging “IBD prompt” events are also reconstructed fairly
well.

As further work, it would be desirable to obtain better
separation between “flasher” and “other” events. Therefore
we intend to continue to tailor the convolutional autoencoder
approach to this application by considering input transforma-
tions that take into account the experiment geometry, variable
resolution images, and alternative construction of convolu-
tional filters, as well as more input data and full parameter
optimization of the number of filters and the size of the feature
vector.

VIII. CONCLUSIONS

In this work we have applied for the first time unsupervised
deep neural nets within particle physics and have shown
that the network can successfully identify patterns of physics
interest. As future work we are collaborating with physicists

Fig. 4: t-SNE representation of features learned by convolu-
tional autoencoder

on the experiment to investigate in detail the various clusters
formed by the representation to determine what interesting
physics is captured in them beyond the initial labelling. We
also plan to incorporate such visualizations into the monitoring
pipeline of the experiment and as part of other work [26] have
applied the autoencoder at scale to a large part of the entire
Daya Bay dataset (2.7 billion events).

Such unsupervised techniques could be utilized in a generic
manner for a wide variety of particle physics experiments
and run directly on the raw data pipeline to aid in trigger
(filter) decisions or in evaluating data quality, or to dis-
cover new instrument anomalies (such as flasher events). The
use of unsupervised learning to identify such features is of
considerable interest within the field as it can potentially
save considerable time required to hand-engineer features to
identify such anomalies.

We have also demonstrated the superiority of convolutional
neural networks compared to other supervised machine learn-
ing approaches for running directly on raw particle physics
instrument data. This offers the potential for use as fast selec-
tion filters, particularly for other particle physics experiments
that have many more channels and approach exabytes of
raw data such as those at the current Large Hadron Collider
(LHC) and planned HL-LHC at CERN [27]. Our analysis
in this paper used the labels determined from an existing
physics analysis and therefore the selection accuracy is upper
bounded by that of the physics analysis. Many other particle
physics experiments, however, have reliable simulated data
which could be used with the approaches in this paper to
better the selection accuracy achieved with those experiments’
current analyses.

In conclusion, we have demonstrated how deep learning can
be applied to reveal physics directly from raw instrument data
even with unsupervised approaches, and therefore that these
techniques offer considerable potential to aid the fundamental
discoveries of future particle physics experiments.

t-SNE reduction of 10 parameter latent 
representation.

http://arxiv.org/pdf/1601.07621v1.pdf
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Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image

Convolution Max-Pool Convolution Max-Pool Flatten

Fully  
Connected 
ReLU Unit

ReLU Dropout ReLU Dropout
Local 

Response 
Normalization

W’→ WZ event

Convolutions
Convolved  

Feature Layers

Max-Pooling

Repeat

Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 
aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 

Jet image-based NN 
classification and generation are 
powerful tools for fully exploiting 
the physics program at the LHC

The key to robustness is to 
study what is being learned; 
this may even help us to learn 
something new about QCD!
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Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  
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Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 
aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 

Subsequent 
developments:

de Oliviera et al. 1511.05190

G. Kasieczka et al. 1701.08784 (top-tagging)

J. Barnard et al. 1609.00607 (W-tagging)
P. Komiske et al. 1612.01551 (q/g-tagging)

P. Baldi et al. 1603.09349 (W-tagging)
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16Learning about Learning
Jet images afford a lot of natural visualization 

as a community, we have also developed many techniques
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Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image

Convolution Max-Pool Convolution Max-Pool Flatten

Fully  
Connected 
ReLU Unit

ReLU Dropout ReLU Dropout
Local 

Response 
Normalization

W’→ WZ event

Convolutions
Convolved  

Feature Layers

Max-Pooling

Repeat

Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
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and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 
aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 
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J E T  S U B S T R U C T U R E

•Many scenarios for physics Beyond the Standard Model 
include highly boosted W, Z, H bosons or top quarks  

•Identifying these rests on subtle substructure inside jets 

• an enormous number of theoretical effort in developing 
observables and techniques to tag jets like this 

5

2

b Rbb Rfilt

Rbbg

b
R

mass drop filter

FIG. 1: The three stages of our jet analysis: starting from a hard massive jet on angular scale R, one identifies the Higgs
neighbourhood within it by undoing the clustering (effectively shrinking the jet radius) until the jet splits into two subjets
each with a significantly lower mass; within this region one then further reduces the radius to Rfilt and takes the three hardest
subjets, so as to filter away UE contamination while retaining hard perturbative radiation from the Higgs decay products.

objects (particles) i and j, recombines the closest pair,
updates the set of distances and repeats the procedure
until all objects are separated by a ∆Rij > R, where R
is a parameter of the algorithm. It provides a hierarchical
structure for the clustering, like the K⊥algorithm [9, 10],
but in angles rather than in relative transverse momenta
(both are implemented in FastJet 2.3[11]).

Given a hard jet j, obtained with some radius R, we
then use the following new iterative decomposition proce-
dure to search for a generic boosted heavy-particle decay.
It involves two dimensionless parameters, µ and ycut:

1. Break the jet j into two subjets by undoing its last
stage of clustering. Label the two subjets j1, j2 such
that mj1 > mj2 .

2. If there was a significant mass drop (MD), mj1 <
µmj, and the splitting is not too asymmetric, y =
min(p2

tj1
,p2

tj2
)

m2

j

∆R2
j1,j2

> ycut, then deem j to be the

heavy-particle neighbourhood and exit the loop.
Note that y ≃ min(ptj1 , ptj2)/ max(ptj1 , ptj2).

1

3. Otherwise redefine j to be equal to j1 and go back
to step 1.

The final jet j is to be considered as the candidate Higgs
boson if both j1 and j2 have b tags. One can then identify
Rbb̄ with ∆Rj1j2 . The effective size of jet j will thus be
just sufficient to contain the QCD radiation from the
Higgs decay, which, because of angular ordering [12, 13,
14], will almost entirely be emitted in the two angular
cones of size Rbb̄ around the b quarks.

The two parameters µ and ycut may be chosen inde-
pendently of the Higgs mass and pT . Taking µ ! 1/

√
3

ensures that if, in its rest frame, the Higgs decays to a
Mercedes bb̄g configuration, then it will still trigger the
mass drop condition (we actually take µ = 0.67). The cut
on y ≃ min(zj1 , zj2)/ max(zj1 , zj2) eliminates the asym-
metric configurations that most commonly generate sig-
nificant jet masses in non-b or single-b jets, due to the

1 Note also that this ycut is related to, but not the same as, that
used to calculate the splitting scale in [5, 6], which takes the jet
pT as the reference scale rather than the jet mass.

Jet definition σS/fb σB/fb S/
√

B · fb

C/A, R = 1.2, MD-F 0.57 0.51 0.80

K⊥, R = 1.0, ycut 0.19 0.74 0.22

SISCone, R = 0.8 0.49 1.33 0.42

TABLE I: Cross section for signal and the Z+jets background
in the leptonic Z channel for 200 < pTZ/GeV < 600 and
110 < mJ/GeV < 125, with perfect b-tagging; shown for
our jet definition, and other standard ones at near optimal R
values.

soft gluon divergence. It can be shown that the maxi-
mum S/

√
B for a Higgs boson compared to mistagged

light jets is to be obtained with ycut ≃ 0.15. Since we
have mixed tagged and mistagged backgrounds, we use a
slightly smaller value, ycut = 0.09.

In practice the above procedure is not yet optimal
for LHC at the transverse momenta of interest, pT ∼
200 − 300 GeV because, from eq. (1), Rbb̄ ! 2mh/pT is
still quite large and the resulting Higgs mass peak is sub-
ject to significant degradation from the underlying event
(UE), which scales as R4

bb̄
[15]. A second novel element

of our analysis is to filter the Higgs neighbourhood. This
involves resolving it on a finer angular scale, Rfilt < Rbb̄,
and taking the three hardest objects (subjets) that ap-
pear — thus one captures the dominant O (αs) radiation
from the Higgs decay, while eliminating much of the UE
contamination. We find Rfilt = min(0.3, Rbb̄/2) to be
rather effective. We also require the two hardest of the
subjets to have the b tags.

The overall procedure is sketched in Fig. 1. We il-
lustrate its effectiveness by showing in table I (a) the
cross section for identified Higgs decays in HZ produc-
tion, with mh = 115 GeV and a reconstructed mass re-
quired to be in an moderately narrow (but experimen-
tally realistic) mass window, and (b) the cross section
for background Zbb̄ events in the same mass window.
Our results (C/A MD-F) are compared to those for the
K⊥algorithm with the same ycut and the SISCone [16]
algorithm based just on the jet mass. The K⊥algorithm
does well on background rejection, but suffers in mass
resolution, leading to a low signal; SISCone takes in less
UE so gives good resolution on the signal, however, be-
cause it ignores the underlying substructure, fares poorly
on background rejection. C/A MD-F performs well both
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Searching for new particles 
decaying into boosted W 

bosons requires looking at the 
radiation pattern inside jets

momentum transverse 
to the beam (pT)
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Pre-processing & spacetime symmetries
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Can help to learn faster & smarter; but must be careful!

One of the first typical steps is pre-processing



One of the most useful physics-
inspired features is the jet mass
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Why images?
Can directly visualize physics
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there is information encoded in the 
physical distance between pixels

g ⇢ qq

W ⇢ qq

and we can benefit from the 
extensive image processing literature

_
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Modern Deep NN’s for Classification
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…what the DNN 
is learning is 
active R&D!

Boosted W boson 
versus quark/gluon jet

mass, t21, DR 
are all simple 
functions of 
the image
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Exciting New Directions

So far only scratches the surface
…this is a very active field of research!
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D E E P  L E A R N I N G  V S .  T H E O R Y

•While the DNN shows a significant improvement with 
respect to the jet mass combined with single theory 
inspired variable (eg. τ₂₁, D₂), only a small improvement with 
respect to a BDT using several theory-inspired variables

27
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FIG. 4: Signal e�ciency versus background rejection (inverse
of e�ciency) for deep networks trained on the images and
boosted decision trees trained on the expert features, both
with (bottom) and without pile-up (top). Typical choices of
signal e�ciency in real applications are in the 0.5-0.7 range.
Also shown are the performance of jet mass individually as
well as two expert variables in conjunction with a mass win-
dow.

INTERPRETATION

Current typical use in experimental analysis is the
combination of the jet mass feature with ⌧21 or one of
the energy correlation variables. Our results show that
even a straightforward BDT-combination of all six of the
high-level variables provides a large boost in comparison.
In probing the power of deep learning, we then use as our
benchmark this combination of the variables provided by
the BDT.

The deep network has clearly managed to match or
slightly exceed the performance of a combination of the
state-of-the-art expert variables. Physicists working on

the underlying theoretical questions may naturally be cu-
rious as to whether the deep network has learned a novel
strategy for classification which could inform their stud-
ies, or rediscovered and further optimized the existing
features.
While one cannot probe the motivation of the ML al-

gorithm, it is possible to compare distributions of events
categorized as signal-like by the di↵erent algorithms in
order to understand how the classification is being accom-
plished. To compare distributions between di↵erent algo-
rithms, we study simulated events with equivalent back-
ground rejection, see Figs. 5 and 6 for a comparison of the
selected regions in the expert features for the two classi-
fiers. The BDT preferentially selects events with values
of the features close to the characteristic signal values
and away from background-dominated values. The DNN,
which has a modestly higher e�ciency for the equivalent
rejection, selects events near the same signal values, but
in some cases can be seen to retains a slightly higher frac-
tion of jets away from the signal-dominated region. The
likely explanation is that the DNN has discovered the
same signal-rich region identified by the expert features,
but has in addition found avenues to optimize the perfor-
mance and carve into the background-dominated region.
Note that DNNs can also be trained to be independent of
mass, by providing a range of mass in training, or train-
ing a network explicitly parameterized [44, 45] in mass.

DISCUSSION

The signal from massive W ! qq jets is typically ob-
scured by a background from the copiously produced low-
mass jets due to quarks or gluons. Highly e�cient classifi-
cation is critical, and even a small relative improvement
in the classification accuracy can lead to a significant
boost in the power of the collected data to make statis-
tically significant discoveries. Operating the collider is
very expensive, so particle physicists need tools that al-
low them to make the most of a fixed-size dataset. How-
ever, improving classifier performance becomes increas-
ingly di�cult as the accuracy of the classifier increases.
Physicists have spent significant time and e↵ort de-

signing features for jet-tagging classification tasks. These
designed features are theoretically well motivated, but as
their derivation is based on a somewhat idealized descrip-
tion of the task (without detector or pileup e↵ects), they
cannot capture the totality of the information contained
in the jet image. We report the first studies of the ap-
plication of deep learning tools to the jet substructure
problem to include simulation of detector and pileup ef-
fects.
Our experiments support two conclusions. First, that

machine learning methods, particularly deep learning,
can automatically extract the knowledge necessary for
classification, in principle eliminating the exclusive re-

•Other Problems: 

• image-based approach not 
easily generalized to non-
uniform calorimeters 

• not easy to extend to tracks, 
projecting into towers looses 
information 

• theory inspired variables work on 
set of 4-vectors & have 
important theoretical properties

Whiteson, et al arXiv:1603.09349 
Oliveira, et. al arXiv:1511.05190

Barnard, et al arXiv:1609.00607



F R O M  I M A G E S  T O  S E N T E N C E S

•Recursive Neural Networks showing great performance for 
Natural Language Processing tasks 

• neural network’s topology given by parsing of sentence!

33

Analogy: 
word → particle 
parsing → jet algorithm
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• Each node combines 4-momentum in (E-
scheme recombination of ok) and a non-linear 
transformation of hidden state of children hkL, 
hkR ∈ ℝ⁴⁰ 

• Recursively applied (shared weights, Markov) 

• “gating” allows for weighting of information of 
L/R children and for to flow directly along one 
branch

kt
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Appendix A: Gated recursive jet embedding

The recursive activation proposed in Sec. III A su↵ers
from two critical issues. First, it assumes that left-child,
right-child and local node information hjet

kL
, hjet

kR
, uk are

all equally relevant for computing the new activation,
while only some of this information may be needed and
selected. Second, it forces information to pass through
several levels of non-linearities and does not allow to
propagate unchanged from leaves to root. Addressing
these issues and generalizing from [12–14], we recursively
define a recursive activation equipped with reset and up-
date gates as follows:

hjet
k

=

8
><

>:

uk if k is a leaf

zH � h̃jet
k

+ zL � hjet
kL

+ otherwise

,! zR � hjet
kR

+ zN � uk

(A1)

uk = � (Wug(ok) + bu) (A2)

ok =

(
vi(k) if k is a leaf

okL + okR otherwise
(A3)
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where W
h̃

2 Rq⇥3q, b
h̃

2 Rq, Wz 2 Rq⇥4q, bz 2 Rq,
Wr 2 Rq⇥3q, br 2 Rq, Wu 2 Rq⇥4 and bu 2 Rq form
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•Work with Gilles Louppe, Kyunghyun Cho, Cyril Becot 
(arXiv:1702.00748) 

• Use sequential recombination jet algorithms to 
provide network topology (on a per-jet basis) 

• path towards ML models with good physics properties 

• Top node of recursive network provides a fixed-length 
embedding of a jet that can be fed to a classifier

kt anti-kt
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FIG. 3. Jet classification performance for various input rep-
resentations of the RNN classifier, using kt topologies for the
embedding. The plot shows that there is significant improve-
ment from removing the image processing step and that sig-
nificant gains can be made with more accurate measurements
of the 4-momenta.

FIG. 4. Jet classification performance of the RNN classifier
based on various network topologies for the embedding (par-
ticles scenario). This plot shows that topology is significant,
as supported by the fact that results for kt, C/A and desc-pT
topologies improve over results for anti-kt, asc-pT and random
binary trees. Best results are achieved for C/A and desc-pT
topologies, depending on the metric considered.

further supported by the poor performance of the random
binary tree topology. We expected however that a simple
sequence (represented as a degenerate binary tree) based
on ascending and descending pT ordering would not per-
form particularly well, particularly since the topology
does not use any angular information. Surprisingly, the
simple descending pT ordering slightly outperforms the
RNNs based on kt and C/A topologies. The descending
pT network has the highest pT 4-momenta near the root
of the tree, which we expect to be the most important.
We suspect this is the reason that the descending pT out-
performs the ascending pT ordering on particles, but this
is not supported by the performance on towers. A similar
observation was already made in the context of natural
languages [24–26], where tree-based models have at best
only slightly outperformed simpler sequence-based net-
works. While recursive networks appear as a principled
choice, it is conjectured that recurrent networks may in
fact be able to discover and implicitly use recursive com-
positional structure by themselves, without supervision.
d. Gating The last factor that we varied was

whether or not to incorporate gating in the RNN. Adding
gating increases the number of parameters to 48,761, but
this is still about 20 times smaller than the number of
parameters in the MaxOut architectures used in previ-
ous jet image studies. Table I shows the performance of
the various RNN topologies with gating. While results
improve significantly with gating, most notably in terms
of R✏=50%, the trends in terms of topologies remain un-
changed.
e. Other variants Finally, we also considered a num-

ber of other variants. For example, we jointly trained
a classifier with the concatenated embeddings obtained
over kt and anti-kt topologies, but saw no significant
performance gain. We also tested the performance of
recursive activations transferred across topologies. For
instance, we used the recursive activation learned with
a kt topology when applied to an anti-kt topology and
observed a significant loss in performance. We also con-
sidered particle and tower level inputs with an additional
trimming preprocessing step, which was used for the jet
image studies, but we saw a significant loss in perfor-
mance. While the trimming degraded classification per-
formance, we did not evaluate the robustness to pileup
that motivates trimming and other jet grooming proce-
dures.

B. Infrared and Collinear Safety Studies

In proposing variables to characterize substructure,
physicists have been equally concerned with classification
performance and the ability to ensure various theoretical
properties of those variables. In particular, initial work
on jet algorithms focused on the Infrared-Collinear (IRC)
safe conditions:

• Infrared safety. The model is robust to augmenting
e with additional particles {vN+1, . . . ,vN+K} with
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towers 

particles

images

• W-jet tagging example  
using data from Dawe, et 
al arXiv:1609.00607 

• down-sampling by 
projecting into images 
looses information 

• RNN needs much less 
data to train!

kt anti-kt
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Abstract

Supervised learning has incredible potential for particle physics, and one appli-
cation that has received a great deal of attention involves collimated sprays of
particles called jets. Recent progress for jet physics has leveraged machine learning
techniques based on computer vision and natural language processing. In this work,
we consider message passing on a graph where the nodes are the particles in a
jet. We design variants of a message-passing neural network (MPNN); (1) with a
learnable adjacency matrix, (2) with a learnable symmetric adjacency matrix, and
(3) with a set2set aggregated hidden state and MPNN with an identity adjacency
matrix. We compare these against the previously proposed recursive neural network
with a fixed tree structure and show that the MPNN with a learnable adjacency
matrix and two message-passing iterations outperforms all the others.

1 Introduction

Several physics goals for the Large Hadron Collider (LHC) are inextricably linked to the treatment of
collimated sprays of energetic hadrons referred to as ‘jets’. There are a number of tasks encountered
in jet physics including classification and regression associated to the progenitor particle(s) giving
rise to the jet. For instance, a jet may result from a quark, gluon, W -boson, top-quark, or Higgs
boson. Several Beyond the Standard Model (BSM) theories involve new particles and interactions
that predict specific jet signatures, but testing these theories is challenging because jets from more
mundane processes occur much more frequently. Often sensitivity to these BSM theories requires
classifiers with true positive rates of O(1) and false positive rates of O(10�2). There has been
an enormous amount of effort from both the theoretical and experimental communities to develop
techniques for jet physics [1].

Recent progress in applying machine learning techniques for jet physics has been built upon an
analogy between calorimeters and images [2–9]. These methods take a variable-length set of 4-
momenta and project them into a fixed grid of ⌘ � � towers or ‘pixels’ to produce a ‘jet image’.

More recently, recursive neural networks have been applied to this classification problem based on
an analogy between QCD and natural languages [10]. Much like a sentence is composed of words
following a syntactic structure organized as a parse tree, a jet is also composed of particles following

⇤Corresponding authors

Workshop on Deep Learning for Physical Sciences (DLPS 2017), NIPS 2017, Long Beach, CA, USA.



Table 1: Summary of classification performance for several approaches.

Network Iterations ROC AUC R✏=50%

RecNN-kt (without gating) [10] 1 0.9185± 0.0006 68.3± 1.8
RecNN-kt (with gating) [10] 1 0.9195± 0.0009 74.3± 2.4
RecNN-desc-pT (without gating) [10] 1 0.9189 ± 0.0009 70.4 ± 3.6
RecNN-desc-pT (with gating) [10] 1 0.9212 ± 0.0005 83.3 ± 3.1

RelNet 1 0.9161± 0.0029 67.69± 6.80

MPNN (directed) 1 0.9196± 0.0015 89.35± 3.54
MPNN (directed) 2 0.9223± 0.0008 98.26± 4.28
MPNN (directed) 3 0.9188± 0.0031 85.93± 8.50

MPNN (undirected) 1 0.9193± 0.0015 86.41± 3.80
MPNN (undirected) 2 0.8949± 0.1004 97.27± 5.02
MPNN (undirected) 3 0.9185± 0.0036 84.53± 8.64

MPNN (set, directed) 1 0.9189± 0.0017 88.23± 4.53
MPNN (set, directed) 2 0.9191± 0.0046 87.46± 14.14
MPNN (set, directed) 3 0.9176± 0.0049 88.33± 9.84

MPNN (set, undirected) 1 0.9196± 0.0014 85.65± 4.48
MPNN (set, undirected) 2 0.9220± 0.0007 94.70± 2.95
MPNN (set, undirected) 3 0.9158± 0.0054 75.94± 12.54

MPNN (id) 1 0.9169± 0.0013 74.75± 2.65
MPNN (id) 2 0.9162± 0.0020 74.41± 3.50
MPNN (id) 3 0.9158± 0.0029 74.51± 5.20

class, which we denote ’W jets’, arises from W bosons decaying into two quarks leading a single
“fat jet” with characteristic substructure. Specifically, we use particle-level input used in Ref. [10] and
compare with the results using the best performing RNN based on a simple descending pT ordering
and the binary tree defiend by the kt jet algorithm (↵ = 1). We use background rejection (i.e., 1/FPR)
at 50% signal efficiency, which we denote R✏=50%, for early stopping. For each model architecture
considered, we train models with different initialization and follow the same prescription as Ref. [10]
to provide a robust estimate of the mean and standard deviation by excluding outliers. We note the
standard error on the mean is roughly five times smaller than the standard deviation.

Table 1 compares the results of various approaches using the same test data as Ref. [10]. The MPNN
with a learned adjacency matrix and two iterations of message passing achieves the best performance
in terms of both ROC AUC and R✏=50%. The directed graph slightly outperforms the undirected
graph, though not significantly. The learned adjacency matrix outperforms the identity, confirming
the fact that pairwise particle interactions need to be taken into account. Our experiments indicate that
adding message passing iterations does not monotonically increase the performance. We attribute this
fact to the learning instability, evidenced by the increased variance, caused by the increased number
of parameters, suggesting that better regularization techniques may be necessary in the future to
stabilize learning and further improve the performance. We also notice that the set variants generally
underperform. Although more in-depth analysis is necessary to make any firm conclusion, currently
the aggregated hidden state seems to act more as noise than useful signal in the MPNN iteration.

4 Conclusions

With these initial results we conclude that the MPNNs are a powerful model for jet physics. Similar
to recursive neural networks, they can operate on a variable number of particles and do not require
any discretization into a fixed-length input or image-like pre-processing. In addition, the graph repre-
sentation allows for information between all particles to be exchanged, where such communication is
restricted to a tree structure in the recursive approach. We have observed that the model configuration
influences the final result, thus care must be taken when designing the MPNN.
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