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Why	Cosmic	Dawn?

z~30? z~1100

Reionization Dark	Ages Recom
bination

Cosmic	Dawn

z~6???

Potentially	some	fundamental	questions:	When	did	the	first	generations	of	
galaxies	form?	What	were	their	properties?	How	did	they	interact	with	each	
other	and	the	intergalactic	medium?		What	is	the	structure	of	the	intergalactic	
medium?		What	is	the	thermal	and	ionization	history	of	the	baryons?	



Outline

• What	we	know	now…	
– Clues	to	the	timing	of	reionization	from	galaxies,	
QSOs	and	the	CMB	

• What	we	will	know	soon…	
– The	full	picture	from	the	cosmic	21	cm	signal!



When?

• Two	main	classes	of	probes	
1. Integral	CMB	constraints	(e.g.	τe,	kinetic	SZ)
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History	of	Thompson	scattering	optical	depth	
measurements

Planck	2016

WMAP1	2003



History	of	Thompson	scattering	optical	depth	
measurements

Planck	2016

WMAP1	2003

~2020	–	negative	tau:	Reionization	never	happened!



History	of	Thompson	scattering	optical	depth	
measurements

Planck	2016

WMAP1	2003



What	does	this	tell	us	about	when	reionization	
occurred?

Greig	&	AM	2016

1σ
2σ

2σ



When?

• Two	main	classes	of	probes	
1. Integral	CMB	constraints	(e.g.	τe,	kinetic	SZ)	

2. Astrophysical	‘flashlights’	(e.g.	high-z	
galaxies,	QSOs)



Astrophysical	flashlights:	Lyα
Post-reionization	IGM

HI



We	can’t	directly	observe	the	EoR	in	Lyα

Lyα forest	saturates	at	z>5,	when	the	Universe	becomes	too	dense.	
Even	trace	amounts	of	HI,	xHI	~>	10-5	result	in	no	flux	being	detected	in	the	forest.

Fan+	(2006)



But…	damping	wing!
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Figure 4: The black solid line in top panel shows the Ly↵ absorption cross section, �↵(x), at a gas
temperature of T = 104 K as given by the Voigt function (Eq 15). This Figure shows that the absorption
cross section is described accurately by a Gaussian profile (red dashed line) in the ‘core’ at |x| < xcrit ⇠ 3.2
(or |�v| < 40 km s�1), and by a Lorentzian profile in the ‘wing’ of the line (blue dotted line). The Voigt
profile is only an approximate description of the real absorption profile. Another approximation includes
the ‘Rayleigh’ approximation (grey solid line, see text). The green dotted line shows the absorption profile
resulting from a full quantum mechanical calculation (Lee 2013). The di↵erent cross sections are compared
in the lower panel, which highlights that the main di↵erences arise only far in the wings of the line.

where P ⌘ hE�,ioni/13.6 eV, in which hE�,ioni de-
notes the mean energy of ionising photons7. Further-
more, fcoll ⌘ 1+anHI

b+cnHI

, in which a = 1.62 ⇥ 10�3, b =

1.56, c = 1.78 ⇥ 10�3, and nHI denotes the number
of density of hydrogen nuclei. Eq 14 resembles the
‘standard’ equation, but replaces the factor 0.68 with
Pfcoll, which can exceed unity. Eq 14 implies that
for a fixed IMF, the Ly↵ luminosity may be boosted
by a factor of a few. Incredibly, for certain IMFs the
Ly↵ line may contain 40% of the total bolometric lu-
minosity of a galaxy, which corresponds to a rest frame
EW⇠ 4000 Å.

We point out that the collisional processes dis-
cussed here are distinct from the collisional-excitation
process discussed above (in § 3.2), as they do not di-
rectly produce Ly↵ photons. Instead, they boost the
number of Ly↵ photons that we can produce per ion-
ising photon.

4 Ly↵ Radiative Transfer Ba-

sics

Ly↵ radiative transfer consists of absorption followed
by (practically) instant reemission, and hence closely
resembles pure scattering. Here, we review the basic
radiative transfer that is required to understand why
& how Ly↵ emitting galaxies probe the EoR.

7That is, hE�,ioni ⌘ h
R1
13.6 eV

d⌫f(⌫)R1
13.6 eV

d⌫f(⌫)/⌫
, where f(⌫) de-

notes the flux density.

It is common to express the frequency of a pho-
ton ⌫ in terms of the dimensionless variable x ⌘ (⌫ �
⌫↵)/�⌫D. Here, ⌫↵ = 2.46 ⇥ 1015 Hz denotes the fre-
quency corresponding the Ly↵ resonance, and �⌫D ⌘
⌫↵

p
2kT/mpc

2 ⌘ ⌫↵vth/c. Here, T denotes the tem-
perature of the gas that is scattering the Ly↵ radiation,
and vth denotes the thermal speed.

4.1 The Cross Section

The frequency dependence of the Ly↵ absorption cross-
section, �↵(x), is described well by a Voigt function.
That is

�↵(x) = �0 ⇥
av

⇡

Z
+1

�1
dy

exp(�y
2)

(x� y)2 + a2
v

⌘ �0 ⇥ �(x).

(15)

�0 =
f↵p
⇡�⌫D

⇡e
2

mec
= 5.88⇥ 10�14(T/104 K)�1/2 cm2

where f↵ = 0.416 denotes the Ly↵ oscillator strength,
and av = A↵/[4⇡�⌫D] = 4.7⇥ 10�4(T/104 K)�1/2 de-
notes the Voigt parameter, and �0 denotes the cross
section at line center. We introduced the Voigt func-
tion8

�(x), which is plotted as the black solid line in the
upper panel of Figure 4. This Figure also shows that
the Voigt function �(x) is approximated accurately as

�(x) ⇡
(

e
�x

2

‘core’, i.e. |x| < xcrit;
avp
⇡x2 ‘wing’, i.e. |x| > xcrit,

(16)

8We adopt the normalization �(0) = 1, which translates
to

R
�(x)dx =

p
⇡.

Dijkstra	2014



~	kpc

Lyman	alpha	line	emerging	from	
galaxies	is	shaped	by	the	ISM/CGM	
(winds,	infall,	dust,	geometry..)

e.g.	Dijkstra,	AM+2011

Lyα	damping	wing	absorption	  
as	a	probe	of	the	EoR
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during	reionization,	cosmic	HI	patches	absorb	
Lyα	photons	in	the	damping	wing	of	the	line

Lyα	damping	wing	absorption	  
as	a	probe	of	the	EoR
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during	reionization,	cosmic	HI	patches	absorb	
Lyα	photons	in	the	damping	wing	of	the	line

Lyα	damping	wing	absorption	  
as	a	probe	of	the	EoR



~	kpc
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M
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The	EoR	modulates:	
1. the	observability	of	Lyman	alpha	emission	
2. the	observed	clustering	of	Lyα	emitting	galaxies

Lyα	damping	wing	absorption	  
as	a	probe	of	the	EoR



an	example:	
the	first	detection	of	ongoing	EoR	from	a	z=7.1	QSO



QSOs:	the	brightest	cosmic	flashlights

figure	courtesy	of	D.	Mortlock

f	=	A	e-τ

QSO	spectra	can	be	analyzed	individually,	
unlike	galaxies	which	require	a	statistically	
significant	sample



wavelength for these lines.  The heavy element lines are therefore most likely internal to the quasar host 
itself and not physically coincident with the neutral gas.

Quantitative chemical abundance estimates are usually impossible for z > 5.5 quasar absorbers 
because the benchmark neutral hydrogen line is severely blended and saturated in the forest of 
neighboring Ly! systems.  However the damping wing near the emission redshift of ULAS J1120 offers a 
unique opportunity to measure its H I column density.  In conjunction with upper limits on the heavy 
element column density, this yields a straightforward upper limit on the chemical abundance of metals.

The H I column density estimate is sensitive to the detailed shape of the damping profile, which is 
fitted to the ratio of emitted to observed flux (the ratio of the red to black lines in Figure 1).  This ratio 
depends critically on how the intrinsic (i.e. unabsorbed) shape of the quasar’s Ly! emission line is 
modeled, including both its absolute flux density and its redshift, which fixes the location of the emission 
peak.  The details of this procedure are described in the Supplementary Online Material, but to 
summarize, we experimented with several different prescriptions, including four different quasar 
composite spectra generated from low redshift surveys14–17, and additionally a principal-component 
analysis fit18 extrapolated over the Lyman alpha region.  For each of these continua, we calculated the H I 
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Figure 1: FIRE spectrum of ULAS J1120+0641, alongside our estimate of the intrinsic source 
spectrum and a composite model including foreground absorption. The unabsorbed continuum us 
shown in red, and the blue curve includes the absorption.  The continuum is constructed from a 
composite of quasars in the Sloan Digital Sky Survey14,16.  C IV absorption intrinsic to the quasar 
host galaxy is seen to the red of the labeled CIV emission peak.  However, the C IV emission line 
is anomalously blueshifted6 in ULAS J1120, so we compute the redshift  distance between the 
absorber and quasar host  using its MgII6 or [C II] (ref 25) redshift.  Bottom Left: The Lyman alpha 
region of the spectrum with unabsorbed continuum model (red) and absorbed continuum (blue).  
The vertical arrow marks the location of Ly! absorption at z = 7.04.  Bottom right: Detail of the 
damping wing with HI absorption fit.  The quasar’s emission redshift25 (7.0842) is indicated with 
the vertical dashed line.  Two additional optically thin Ly! absorbers (labeled 1 and 2) are apparent 
in the quasar’s near zone at z = 7.0721±0.0001 and z = 7.0855±0.0001 ("v = -424, +161 km / s 
from the host, see Supplementary Information).  These data have not been continuum normalized, 
so a slight downward slope is visible toward redder wavelengths.

Damping	wing	in	QSO	spectra

• Caution:	We	must	jointly	sample	the	
uncertainties	in	the	intrinsic	(pre	IGM	
absorption)	QSO	emission	together	with	the	
sightline	to	sightline	scatter	of	the	EoR

f	=	A	e-τ observed

Simcoe+2012

z=7.1	spectra A	=	intrisic



Damping	wing	in	QSO	spectra
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absorption)	QSO	emission	together	with	the	
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wavelength for these lines.  The heavy element lines are therefore most likely internal to the quasar host 
itself and not physically coincident with the neutral gas.

Quantitative chemical abundance estimates are usually impossible for z > 5.5 quasar absorbers 
because the benchmark neutral hydrogen line is severely blended and saturated in the forest of 
neighboring Ly! systems.  However the damping wing near the emission redshift of ULAS J1120 offers a 
unique opportunity to measure its H I column density.  In conjunction with upper limits on the heavy 
element column density, this yields a straightforward upper limit on the chemical abundance of metals.

The H I column density estimate is sensitive to the detailed shape of the damping profile, which is 
fitted to the ratio of emitted to observed flux (the ratio of the red to black lines in Figure 1).  This ratio 
depends critically on how the intrinsic (i.e. unabsorbed) shape of the quasar’s Ly! emission line is 
modeled, including both its absolute flux density and its redshift, which fixes the location of the emission 
peak.  The details of this procedure are described in the Supplementary Online Material, but to 
summarize, we experimented with several different prescriptions, including four different quasar 
composite spectra generated from low redshift surveys14–17, and additionally a principal-component 
analysis fit18 extrapolated over the Lyman alpha region.  For each of these continua, we calculated the H I 
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Figure 1: FIRE spectrum of ULAS J1120+0641, alongside our estimate of the intrinsic source 
spectrum and a composite model including foreground absorption. The unabsorbed continuum us 
shown in red, and the blue curve includes the absorption.  The continuum is constructed from a 
composite of quasars in the Sloan Digital Sky Survey14,16.  C IV absorption intrinsic to the quasar 
host galaxy is seen to the red of the labeled CIV emission peak.  However, the C IV emission line 
is anomalously blueshifted6 in ULAS J1120, so we compute the redshift  distance between the 
absorber and quasar host  using its MgII6 or [C II] (ref 25) redshift.  Bottom Left: The Lyman alpha 
region of the spectrum with unabsorbed continuum model (red) and absorbed continuum (blue).  
The vertical arrow marks the location of Ly! absorption at z = 7.04.  Bottom right: Detail of the 
damping wing with HI absorption fit.  The quasar’s emission redshift25 (7.0842) is indicated with 
the vertical dashed line.  Two additional optically thin Ly! absorbers (labeled 1 and 2) are apparent 
in the quasar’s near zone at z = 7.0721±0.0001 and z = 7.0855±0.0001 ("v = -424, +161 km / s 
from the host, see Supplementary Information).  These data have not been continuum normalized, 
so a slight downward slope is visible toward redder wavelengths.

z=7.1	spectra

A e-τ post-EoR

Simcoe+2012



Damping	wing	in	QSO	spectra

• Caution:	We	must	jointly	sample	the	
uncertainties	in	the	intrinsic	(pre	IGM	
absorption)	QSO	emission	together	with	the	
sightline	to	sightline	scatter	of	the	EoR

f	=	A	e-τ

wavelength for these lines.  The heavy element lines are therefore most likely internal to the quasar host 
itself and not physically coincident with the neutral gas.

Quantitative chemical abundance estimates are usually impossible for z > 5.5 quasar absorbers 
because the benchmark neutral hydrogen line is severely blended and saturated in the forest of 
neighboring Ly! systems.  However the damping wing near the emission redshift of ULAS J1120 offers a 
unique opportunity to measure its H I column density.  In conjunction with upper limits on the heavy 
element column density, this yields a straightforward upper limit on the chemical abundance of metals.

The H I column density estimate is sensitive to the detailed shape of the damping profile, which is 
fitted to the ratio of emitted to observed flux (the ratio of the red to black lines in Figure 1).  This ratio 
depends critically on how the intrinsic (i.e. unabsorbed) shape of the quasar’s Ly! emission line is 
modeled, including both its absolute flux density and its redshift, which fixes the location of the emission 
peak.  The details of this procedure are described in the Supplementary Online Material, but to 
summarize, we experimented with several different prescriptions, including four different quasar 
composite spectra generated from low redshift surveys14–17, and additionally a principal-component 
analysis fit18 extrapolated over the Lyman alpha region.  For each of these continua, we calculated the H I 
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Figure 1: FIRE spectrum of ULAS J1120+0641, alongside our estimate of the intrinsic source 
spectrum and a composite model including foreground absorption. The unabsorbed continuum us 
shown in red, and the blue curve includes the absorption.  The continuum is constructed from a 
composite of quasars in the Sloan Digital Sky Survey14,16.  C IV absorption intrinsic to the quasar 
host galaxy is seen to the red of the labeled CIV emission peak.  However, the C IV emission line 
is anomalously blueshifted6 in ULAS J1120, so we compute the redshift  distance between the 
absorber and quasar host  using its MgII6 or [C II] (ref 25) redshift.  Bottom Left: The Lyman alpha 
region of the spectrum with unabsorbed continuum model (red) and absorbed continuum (blue).  
The vertical arrow marks the location of Ly! absorption at z = 7.04.  Bottom right: Detail of the 
damping wing with HI absorption fit.  The quasar’s emission redshift25 (7.0842) is indicated with 
the vertical dashed line.  Two additional optically thin Ly! absorbers (labeled 1 and 2) are apparent 
in the quasar’s near zone at z = 7.0721±0.0001 and z = 7.0855±0.0001 ("v = -424, +161 km / s 
from the host, see Supplementary Information).  These data have not been continuum normalized, 
so a slight downward slope is visible toward redder wavelengths.

z=7.1	spectra

A e-τ post-EoR

e-τ EoR

Simcoe+2012

OR



Damping	wing	in	QSO	spectra

• Caution:	We	must	jointly	sample	the	
uncertainties	in	the	intrinsic	(pre	IGM	
absorption)	QSO	emission	together	with	the	
sightline	to	sightline	scatter	of	the	EoR

f	=	A	e-τ

wavelength for these lines.  The heavy element lines are therefore most likely internal to the quasar host 
itself and not physically coincident with the neutral gas.

Quantitative chemical abundance estimates are usually impossible for z > 5.5 quasar absorbers 
because the benchmark neutral hydrogen line is severely blended and saturated in the forest of 
neighboring Ly! systems.  However the damping wing near the emission redshift of ULAS J1120 offers a 
unique opportunity to measure its H I column density.  In conjunction with upper limits on the heavy 
element column density, this yields a straightforward upper limit on the chemical abundance of metals.

The H I column density estimate is sensitive to the detailed shape of the damping profile, which is 
fitted to the ratio of emitted to observed flux (the ratio of the red to black lines in Figure 1).  This ratio 
depends critically on how the intrinsic (i.e. unabsorbed) shape of the quasar’s Ly! emission line is 
modeled, including both its absolute flux density and its redshift, which fixes the location of the emission 
peak.  The details of this procedure are described in the Supplementary Online Material, but to 
summarize, we experimented with several different prescriptions, including four different quasar 
composite spectra generated from low redshift surveys14–17, and additionally a principal-component 
analysis fit18 extrapolated over the Lyman alpha region.  For each of these continua, we calculated the H I 
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Figure 1: FIRE spectrum of ULAS J1120+0641, alongside our estimate of the intrinsic source 
spectrum and a composite model including foreground absorption. The unabsorbed continuum us 
shown in red, and the blue curve includes the absorption.  The continuum is constructed from a 
composite of quasars in the Sloan Digital Sky Survey14,16.  C IV absorption intrinsic to the quasar 
host galaxy is seen to the red of the labeled CIV emission peak.  However, the C IV emission line 
is anomalously blueshifted6 in ULAS J1120, so we compute the redshift  distance between the 
absorber and quasar host  using its MgII6 or [C II] (ref 25) redshift.  Bottom Left: The Lyman alpha 
region of the spectrum with unabsorbed continuum model (red) and absorbed continuum (blue).  
The vertical arrow marks the location of Ly! absorption at z = 7.04.  Bottom right: Detail of the 
damping wing with HI absorption fit.  The quasar’s emission redshift25 (7.0842) is indicated with 
the vertical dashed line.  Two additional optically thin Ly! absorbers (labeled 1 and 2) are apparent 
in the quasar’s near zone at z = 7.0721±0.0001 and z = 7.0855±0.0001 ("v = -424, +161 km / s 
from the host, see Supplementary Information).  These data have not been continuum normalized, 
so a slight downward slope is visible toward redder wavelengths.

z=7.1	spectra

A e-τ post-EoR

e-τ EoR

Simcoe+2012

OR

model	both	terms		
in	Bayesian	framework!



Analysis	of	z=7.1	QSO	ULASJ1120

• Step	1:	reconstruct	the	intrinsic	Lyα	emission	of	
ULASJ1120	by	sampling	a	covariance	matrix	of	
emission	line	properties	built	from	~1700	high	S/
N	BOSS	spectra	(Greig,	AM+	2016a)
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uncertainties	in	the	EoR	topology	(AM+	2016)
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Analysis	of	z=7.1	QSO	ULASJ1120

• Step	1:	reconstruct	the	intrinsic	Lyα	emission	of	
ULASJ1120	by	sampling	a	covariance	matrix	of	
emission	line	properties	built	from	~1700	high	S/
N	BOSS	spectra	(Greig,	AM+	2016a)	

• Step	2:	run	large-scale,	state-of-the-art	
simulations	of	reionization,	spanning	a	range	of	
uncertainties	in	the	EoR	topology	(AM+	2016)	

• Step	3:	Simultaneously	sample	intrinsic	emission	
+	IGM	absorption,	in	a	Bayesian	framework	(Greig,	
AM+	2016b)



Analysis	of	z=7.1	QSO	ULASJ1120

Greig,	AM+	2016b



Analysis	of	z=7.1	QSO	ULASJ1120

Greig,	AM+	2016b

First	detection	of	ongoing	reionization!!!	
<xHI>	=	0.40-0.32+0.41	(2	σ)



Subsequent,	similar	analysis	of	z=7.1	and	new	
z=7.5	QSO

Banados+2018
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Figure E2. Model B IGM damping wing analysis with PCA continuum. a, Same as Figure 3b but this time
showing 100 realizations of the PCA-predicted intrinsic emission (light blue) and IGM damping wing (green) model
draws from the posterior PDF of Model B (see text in Methods section for details). Model B masks absorption
systems only redward of the Lya line (pale gray) as this model takes into account the internal absorption in the
proximity zone, which explains the larger scatter blueward of Lya (dashed vertical line). b, The marginalized
posterior PDF of xHI. The 50th percentile is xHI = 0.68 while the 16th – 84th (2.5th – 97.5th) percentile interval is
0.45�0.87 (0.22�0.98).

Table E2. Summary of the constraints on the neutral fraction xHI in the surroundings of the
quasar J1342+0928. xHI constraints from the modeling of the quasar’s Lya damping wing with three
different IGM models and two different intrinsic emission modeling. The central 68% (95%) credible
intervals are reported, except when a completely neutral IGM is always the preferred solution xHI ⇠ 1.

Continuum
IGM Model A – 68% (95%) B – 68% (95%) C – 68% (95%)

1 (SDSS-matched) 0.38�0.77 (0.27�0.94) 0.33�0.80 (0.11�0.96) 0.49�0.89 (0.36�0.98)
2 (PCA) ⇠ 1 0.45�0.87 (0.22�0.98) ⇠ 1
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current	state	of	knowledge: 
When	did	the	Universe	reionize?

Greig	&	AM	(2017)	
see	also	Planck	2016;	
Price+2016;	Mitra+2016

We	now	have	a	reasonable	handle	on	when…



What	and	how??

we	don’t	really	know…

stellar	populations	vs	AGN,	IMF	in	first	galaxies,	role	of	SNe	and	radiative	feedback,	
metal	pollution,	efficiency	of	star	formation,	IGM	structures,	UVB	evolution	etc..



What	and	how?
• Galaxy	candidates	have	been	found	out	to	z~10.			Are	these	the	stellar	
populations	responsible	for	the	Cosmic	Dawn	and	reionization?	
Estimates	suggest	they	are	too	few,	with	too	few	ionizing	photos	
escaping

Bouwens+	(2015)



MAB=	-22

MAB=	-18

MAB=	-14

MAB=	-10

MAB=	-	6

Hubble	limit
JWST	limit hidden	population	of	

abundant	,faint	galaxies??

HERE THERE BE MONSTERS!

H-cooling	threshold

H2	cooling



Get	ready	for	the	revolution:  
the	cosmic	21	cm	signal



21	cm	line	from	neutral	hydrogen

Hyperfine	transition	in	the	ground	state	of	
neutral	hydrogen	produces	the	21cm	line.



Cosmic	21-cm	signal

use	the	CMB	as	a	background.		measure	the	difference	in	
intensities	of	the	CMB	and	the	cosmic	HI,	the	so-called	
brightness	temperature	offset	from	the	CMB:

Recom
bination

CMB	backlight

z~1100	

HI

z	=	0	

HERA	(2019—

SKA	(202x	—
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Cosmic	21-cm	signal

use	the	CMB	as	a	background.		measure	the	difference	in	
intensities	of	the	CMB	and	the	cosmic	HI,	the	so-called	
brightness	temperature	offset	from	the	CMB:

Recom
bination

CMB	backlight

z~1100	

HI

Signal	contains	both	ASTROPHYSICAL	and		
COSMOLOGICAL	terms

z	=	0	

HERA	(2019—

SKA	(202x	—



Towards the Big Bang

Epoch of Reionization Cosmic Dawn Dark Ages

Cosmic	21-cm	signal



Towards the Big Bang

Epoch of Reionization Cosmic Dawn Dark Ages

Cosmic	21-cm	signal

• 3D	signal	with	>	10	orders	of	magnitude	more	independent	modes	than	in	the	CMB!	
• data	collection	with	upcoming	Square	Kilometre	Array	(SKA)	will	surpass	10x	current	global	
internet	traffic!	

• even	the	narrowest	fields	will	contain	>billion	of	unseen	galaxies	
• BIG	DATA	REVOLUTION!



So	how	do	we	learn	about	the	unseen	first	
galaxies?



Reionization	signal

• Short	mean	free	path	+	long	recombination	times	of	mean	
IGM	à reionization	is	bimodal	(~fully	ionized	and	~fully	
neutral	patches)



Its	all	about	timing	and	the	patterns!

• Galaxy	clustering	+	stellar	properties	à evolution	of	
large-scale	EoR/CD	structures

McQuinn+	2007

Abundant,	faint	galaxies Rare,	bright	galaxiesvs

94	Mpc



Pictures	are	nice,	but	we	need	numbers

• Common/simple	statistic:	power	spectrum	during	EoR

Greig	&	Mesinger	(2015)
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PS	at	the	same	mean	neutral	fraction



Pictures	are	nice,	but	we	need	numbers

• Common/simple	statistic:	power	spectrum	during	EoR

Greig	&	Mesinger	(2015)

Po
w
er
	(m

K2
)

Factor	of	~10	variation	on	large	
scales	between	astrophysical	
models,	at	a	fixed	EoR	epoch.

PS	at	the	same	mean	neutral	fraction

Factor	of	~2	variation	on	small	
scales	between	astrophysical	
models,	at	a	fixed	EoR	epoch.



The	full	power	of	21cm	is	to	reach	back	into	
the	infancy	of	galaxy	formation	beyond	other	

probes….

Cosmic	Dawn



spin	temperature

Pre-reionization	signal

n1/n0 = 3 exp[-0.068 K / Ts]

defined in terms of the ratio of the number densities of electrons 
occupying the two hyperfine levels:



spin	temperature

Pre-reionization	signal

21cmFAST 11

which is default in 21cmFAST 13. On smaller-scales, MF07 pre-
dicts too much power, while 21cmFAST under-predicts the power.
It was shown in Zahn et al. (2010) that the FFRT ionization algo-
rithm used in 21cmFAST over-predicts the correlation of the ion-
ization and density fields on small scales, due to the fact that it
operates directly on the evolved density field. This strong cross-
correlation results in an under-prediction of 21-cm power on these
scales. The converse is true of the MF07 scheme, which although
using discrete source halos, paints entire filtered regions as ionized,
thus under-predicting the cross-correlation of the ionization and
density fields. The optimal configuration for accurately estimat-
ing the 21-cm signal semi-numerically is the FFRT-S scheme dis-
cussed in Zahn et al. (2010), set as default in the publicly-available
DexM14.

Most importantly, the model uncertainties of the semi-
numerical schemes are smaller than the evolution due to reion-
ization over a range ∆x̄HI ∼ 0.2. Therefore, one might naively
predict that the semi-numerical schemes are accurate enough to es-
timate x̄HI from the power spectra to± ∼

< 0.1, or even better if the
behavior of the models are understood. However, there are many as-
trophysical uncertainties associated with prescriptions for sources
and sinks of ionizing photons during the epoch of reionization, and
it will likely be these which regulate the achievable constraints on
x̄HI. Therefore it is imperative for models to be fast and be able
to span large regions of parameter space. A single 21cmFAST re-
alization of the δTb fields shown in this section (generated from
15363 ICs) takes ∼ 30 minutes to compute on a single-processor
computer.

3 THE SPIN TEMPERATURE

We now relax the requirement in §2 of TS ≫ Tγ , and derive the full
21-cm brightness temperature offset from eq. (1), including the spin
temperature field. As mentioned previously, models predict that the
heating epoch concluded well before the bulk of reionization, at
z ≫ 10 (Furlanetto 2006; Chen & Miralda-Escudé 2008; Santos
et al. 2008; Baek et al. 2009). However, the second generation 21-
cm interferometers, such as SKA, might be able to peek into this
high-redshift regime of the dark ages. Furthermore, the astrophys-
ical quantities at high-z are uncertain, and we do not really know
how robust is the assumption of TS ≫ Tγ even during the early
stages of reionization. Therefore, for many applications, especially
parameter studies, it is important to compute the spin temperature
field. Unfortunately, there is currently no numerical simulation that
includes the computationally expensive radiative transfer of both
X-rays and Lyα photons from atomically or molecularly cooled
sources required to compute TS numerically (though see the re-
cent work of Baek et al. 2010, who perform RT simulations on a
small subset of sources, withM ∼

> 1010M⊙). Therefore we cannot
directly compare our spin temperature fields to numerical simula-
tions.

Our derivations in this section are similar to other semi-
analytic models (Furlanetto 2006; Pritchard & Furlanetto 2007;

generated directly on the same scale 2563 grids show similar shot noise
upturns in power on these scales (see Fig. 7 in Zahn et al. 2010).
13 Note that the FFRT results shown here are not precisely analogous to
those in Zahn et al. (2010), since there the evolved density field was taken
from an N-body simulation, where in 21cmFAST, we self-consistently gen-
erate the density field according to §2.1.
14 http://www.astro.princeton.edu/ mesinger/DexM.html

Santos et al. 2008). However, unlike Santos et al. (2008) and Santos
et al. (2009), we do not explicitly resolve the halo field as an inter-
mediary step. Instead we operate directly on the evolved density
fields, using excursion set formalism to estimate the mean num-
ber of sources inside spherical shells corresponding to some higher
redshift. As discussed above, bypassing the halo field allows the
code to be faster, with modest memory requirements. Below we go
through our formalism in detail.

The spin temperature can be written as (e.g. Furlanetto et al.
2006):

T−1
S =

T−1
γ + xαT−1

α + xcT
−1
K

1 + xα + xc
(5)

where TK is the kinetic temperature of the gas, and Tα is the color
temperature, which is closely coupled to the kinetic gas tempera-
ture, Tα ≈ TK (Field 1959). There are two coupling coefficients
in the above equation. The collisional coupling coefficient can be
written as:

xc =
0.0628 K
A10Tγ

h

nHIκ
HH
1−0(TK) + neκ

eH
1−0(TK) + npκpH

1−0(TK)
i

,

(6)
whereA10 = 2.85×10−15 s−1 is the spontaneous emission coeffi-
cient, nHI, ne, and np are the number density of neutral hydrogen,
free electrons, and protons respectively, and κHH

1−0(TK), κeH
1−0(TK),

and κpH
1−0(TK) are taken from Zygelman (2005), Furlanetto &

Furlanetto (2007), and Furlanetto & Furlanetto (2007), respec-
tively. The Wouthuysen-Field (Wouthuysen 1952; Field 1958; WF)
coupling coefficient can be written as:

xα = 1.7 × 1011(1 + z)−1SαJα , (7)

where Sα is a correction factor of order unity involving detailed
atomic physics, and Jα is the Lyman α background flux in units
of pcm−2 s−1 Hz−1 sr−1. We compute Tα and Sα according to
Hirata (2006).

According to the above equations, there are two main fields
governing the spin temperature: (1) the kinetic temperature of the
gas, TK(x, z), and (2) the Lyα background, Jα(x, z). We address
these in §3.1 and §3.2, respectively.

3.1 The Kinetic Temperature

3.1.1 Evolution Equations

To calculate the kinetic temperature, one must keep track of the in-
homogeneous heating history of the gas. We begin by writing down
the evolution equation for TK(x, z) and the local ionized fraction in
the “neutral” (i.e. outside of the ionized regions discussed in § 2.2)
IGM, xe(x, z):

dxe(x, z′)
dz′

=
dt
dz′

ˆ

Λion − αACx2
enbfH

˜

, (8)

dTK(x, z′)
dz′

=
2

3kB(1 + xe)
dt
dz′

X

p

ϵp

+
2TK

3nb

dnb

dz′
−

TK

1 + xe

dxe

dz′
, (9)

where nb = n̄b,0(1 + z′)3[1 + δnl(x, z′)] is the total (H +
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cosmologically:

Tγ – temperature of the CMB
TK – gas kinetic temperature
Tα – color temperature ~ TK 

the spin temperature interpolates between Tγ  and TK 



The	spin	temperature	interpolates	between	Tγ		and	TK	

21cmFAST 11

which is default in 21cmFAST 13. On smaller-scales, MF07 pre-
dicts too much power, while 21cmFAST under-predicts the power.
It was shown in Zahn et al. (2010) that the FFRT ionization algo-
rithm used in 21cmFAST over-predicts the correlation of the ion-
ization and density fields on small scales, due to the fact that it
operates directly on the evolved density field. This strong cross-
correlation results in an under-prediction of 21-cm power on these
scales. The converse is true of the MF07 scheme, which although
using discrete source halos, paints entire filtered regions as ionized,
thus under-predicting the cross-correlation of the ionization and
density fields. The optimal configuration for accurately estimat-
ing the 21-cm signal semi-numerically is the FFRT-S scheme dis-
cussed in Zahn et al. (2010), set as default in the publicly-available
DexM14.

Most importantly, the model uncertainties of the semi-
numerical schemes are smaller than the evolution due to reion-
ization over a range ∆x̄HI ∼ 0.2. Therefore, one might naively
predict that the semi-numerical schemes are accurate enough to es-
timate x̄HI from the power spectra to± ∼

< 0.1, or even better if the
behavior of the models are understood. However, there are many as-
trophysical uncertainties associated with prescriptions for sources
and sinks of ionizing photons during the epoch of reionization, and
it will likely be these which regulate the achievable constraints on
x̄HI. Therefore it is imperative for models to be fast and be able
to span large regions of parameter space. A single 21cmFAST re-
alization of the δTb fields shown in this section (generated from
15363 ICs) takes ∼ 30 minutes to compute on a single-processor
computer.

3 THE SPIN TEMPERATURE

We now relax the requirement in §2 of TS ≫ Tγ , and derive the full
21-cm brightness temperature offset from eq. (1), including the spin
temperature field. As mentioned previously, models predict that the
heating epoch concluded well before the bulk of reionization, at
z ≫ 10 (Furlanetto 2006; Chen & Miralda-Escudé 2008; Santos
et al. 2008; Baek et al. 2009). However, the second generation 21-
cm interferometers, such as SKA, might be able to peek into this
high-redshift regime of the dark ages. Furthermore, the astrophys-
ical quantities at high-z are uncertain, and we do not really know
how robust is the assumption of TS ≫ Tγ even during the early
stages of reionization. Therefore, for many applications, especially
parameter studies, it is important to compute the spin temperature
field. Unfortunately, there is currently no numerical simulation that
includes the computationally expensive radiative transfer of both
X-rays and Lyα photons from atomically or molecularly cooled
sources required to compute TS numerically (though see the re-
cent work of Baek et al. 2010, who perform RT simulations on a
small subset of sources, withM ∼

> 1010M⊙). Therefore we cannot
directly compare our spin temperature fields to numerical simula-
tions.

Our derivations in this section are similar to other semi-
analytic models (Furlanetto 2006; Pritchard & Furlanetto 2007;

generated directly on the same scale 2563 grids show similar shot noise
upturns in power on these scales (see Fig. 7 in Zahn et al. 2010).
13 Note that the FFRT results shown here are not precisely analogous to
those in Zahn et al. (2010), since there the evolved density field was taken
from an N-body simulation, where in 21cmFAST, we self-consistently gen-
erate the density field according to §2.1.
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Santos et al. 2008). However, unlike Santos et al. (2008) and Santos
et al. (2009), we do not explicitly resolve the halo field as an inter-
mediary step. Instead we operate directly on the evolved density
fields, using excursion set formalism to estimate the mean num-
ber of sources inside spherical shells corresponding to some higher
redshift. As discussed above, bypassing the halo field allows the
code to be faster, with modest memory requirements. Below we go
through our formalism in detail.

The spin temperature can be written as (e.g. Furlanetto et al.
2006):
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−1
K
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where TK is the kinetic temperature of the gas, and Tα is the color
temperature, which is closely coupled to the kinetic gas tempera-
ture, Tα ≈ TK (Field 1959). There are two coupling coefficients
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whereA10 = 2.85×10−15 s−1 is the spontaneous emission coeffi-
cient, nHI, ne, and np are the number density of neutral hydrogen,
free electrons, and protons respectively, and κHH
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Furlanetto (2007), and Furlanetto & Furlanetto (2007), respec-
tively. The Wouthuysen-Field (Wouthuysen 1952; Field 1958; WF)
coupling coefficient can be written as:

xα = 1.7 × 1011(1 + z)−1SαJα , (7)

where Sα is a correction factor of order unity involving detailed
atomic physics, and Jα is the Lyman α background flux in units
of pcm−2 s−1 Hz−1 sr−1. We compute Tα and Sα according to
Hirata (2006).

According to the above equations, there are two main fields
governing the spin temperature: (1) the kinetic temperature of the
gas, TK(x, z), and (2) the Lyα background, Jα(x, z). We address
these in §3.1 and §3.2, respectively.

3.1 The Kinetic Temperature

3.1.1 Evolution Equations

To calculate the kinetic temperature, one must keep track of the in-
homogeneous heating history of the gas. We begin by writing down
the evolution equation for TK(x, z) and the local ionized fraction in
the “neutral” (i.e. outside of the ionized regions discussed in § 2.2)
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which is default in 21cmFAST 13. On smaller-scales, MF07 pre-
dicts too much power, while 21cmFAST under-predicts the power.
It was shown in Zahn et al. (2010) that the FFRT ionization algo-
rithm used in 21cmFAST over-predicts the correlation of the ion-
ization and density fields on small scales, due to the fact that it
operates directly on the evolved density field. This strong cross-
correlation results in an under-prediction of 21-cm power on these
scales. The converse is true of the MF07 scheme, which although
using discrete source halos, paints entire filtered regions as ionized,
thus under-predicting the cross-correlation of the ionization and
density fields. The optimal configuration for accurately estimat-
ing the 21-cm signal semi-numerically is the FFRT-S scheme dis-
cussed in Zahn et al. (2010), set as default in the publicly-available
DexM14.

Most importantly, the model uncertainties of the semi-
numerical schemes are smaller than the evolution due to reion-
ization over a range ∆x̄HI ∼ 0.2. Therefore, one might naively
predict that the semi-numerical schemes are accurate enough to es-
timate x̄HI from the power spectra to± ∼

< 0.1, or even better if the
behavior of the models are understood. However, there are many as-
trophysical uncertainties associated with prescriptions for sources
and sinks of ionizing photons during the epoch of reionization, and
it will likely be these which regulate the achievable constraints on
x̄HI. Therefore it is imperative for models to be fast and be able
to span large regions of parameter space. A single 21cmFAST re-
alization of the δTb fields shown in this section (generated from
15363 ICs) takes ∼ 30 minutes to compute on a single-processor
computer.

3 THE SPIN TEMPERATURE

We now relax the requirement in §2 of TS ≫ Tγ , and derive the full
21-cm brightness temperature offset from eq. (1), including the spin
temperature field. As mentioned previously, models predict that the
heating epoch concluded well before the bulk of reionization, at
z ≫ 10 (Furlanetto 2006; Chen & Miralda-Escudé 2008; Santos
et al. 2008; Baek et al. 2009). However, the second generation 21-
cm interferometers, such as SKA, might be able to peek into this
high-redshift regime of the dark ages. Furthermore, the astrophys-
ical quantities at high-z are uncertain, and we do not really know
how robust is the assumption of TS ≫ Tγ even during the early
stages of reionization. Therefore, for many applications, especially
parameter studies, it is important to compute the spin temperature
field. Unfortunately, there is currently no numerical simulation that
includes the computationally expensive radiative transfer of both
X-rays and Lyα photons from atomically or molecularly cooled
sources required to compute TS numerically (though see the re-
cent work of Baek et al. 2010, who perform RT simulations on a
small subset of sources, withM ∼

> 1010M⊙). Therefore we cannot
directly compare our spin temperature fields to numerical simula-
tions.

Our derivations in this section are similar to other semi-
analytic models (Furlanetto 2006; Pritchard & Furlanetto 2007;

generated directly on the same scale 2563 grids show similar shot noise
upturns in power on these scales (see Fig. 7 in Zahn et al. 2010).
13 Note that the FFRT results shown here are not precisely analogous to
those in Zahn et al. (2010), since there the evolved density field was taken
from an N-body simulation, where in 21cmFAST, we self-consistently gen-
erate the density field according to §2.1.
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Santos et al. 2008). However, unlike Santos et al. (2008) and Santos
et al. (2009), we do not explicitly resolve the halo field as an inter-
mediary step. Instead we operate directly on the evolved density
fields, using excursion set formalism to estimate the mean num-
ber of sources inside spherical shells corresponding to some higher
redshift. As discussed above, bypassing the halo field allows the
code to be faster, with modest memory requirements. Below we go
through our formalism in detail.

The spin temperature can be written as (e.g. Furlanetto et al.
2006):

T−1
S =
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γ + xαT−1
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−1
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1 + xα + xc
(5)

where TK is the kinetic temperature of the gas, and Tα is the color
temperature, which is closely coupled to the kinetic gas tempera-
ture, Tα ≈ TK (Field 1959). There are two coupling coefficients
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whereA10 = 2.85×10−15 s−1 is the spontaneous emission coeffi-
cient, nHI, ne, and np are the number density of neutral hydrogen,
free electrons, and protons respectively, and κHH
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and κpH
1−0(TK) are taken from Zygelman (2005), Furlanetto &
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tively. The Wouthuysen-Field (Wouthuysen 1952; Field 1958; WF)
coupling coefficient can be written as:

xα = 1.7 × 1011(1 + z)−1SαJα , (7)

where Sα is a correction factor of order unity involving detailed
atomic physics, and Jα is the Lyman α background flux in units
of pcm−2 s−1 Hz−1 sr−1. We compute Tα and Sα according to
Hirata (2006).

According to the above equations, there are two main fields
governing the spin temperature: (1) the kinetic temperature of the
gas, TK(x, z), and (2) the Lyα background, Jα(x, z). We address
these in §3.1 and §3.2, respectively.

3.1 The Kinetic Temperature

3.1.1 Evolution Equations

To calculate the kinetic temperature, one must keep track of the in-
homogeneous heating history of the gas. We begin by writing down
the evolution equation for TK(x, z) and the local ionized fraction in
the “neutral” (i.e. outside of the ionized regions discussed in § 2.2)
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which is default in 21cmFAST 13. On smaller-scales, MF07 pre-
dicts too much power, while 21cmFAST under-predicts the power.
It was shown in Zahn et al. (2010) that the FFRT ionization algo-
rithm used in 21cmFAST over-predicts the correlation of the ion-
ization and density fields on small scales, due to the fact that it
operates directly on the evolved density field. This strong cross-
correlation results in an under-prediction of 21-cm power on these
scales. The converse is true of the MF07 scheme, which although
using discrete source halos, paints entire filtered regions as ionized,
thus under-predicting the cross-correlation of the ionization and
density fields. The optimal configuration for accurately estimat-
ing the 21-cm signal semi-numerically is the FFRT-S scheme dis-
cussed in Zahn et al. (2010), set as default in the publicly-available
DexM14.

Most importantly, the model uncertainties of the semi-
numerical schemes are smaller than the evolution due to reion-
ization over a range ∆x̄HI ∼ 0.2. Therefore, one might naively
predict that the semi-numerical schemes are accurate enough to es-
timate x̄HI from the power spectra to± ∼

< 0.1, or even better if the
behavior of the models are understood. However, there are many as-
trophysical uncertainties associated with prescriptions for sources
and sinks of ionizing photons during the epoch of reionization, and
it will likely be these which regulate the achievable constraints on
x̄HI. Therefore it is imperative for models to be fast and be able
to span large regions of parameter space. A single 21cmFAST re-
alization of the δTb fields shown in this section (generated from
15363 ICs) takes ∼ 30 minutes to compute on a single-processor
computer.

3 THE SPIN TEMPERATURE

We now relax the requirement in §2 of TS ≫ Tγ , and derive the full
21-cm brightness temperature offset from eq. (1), including the spin
temperature field. As mentioned previously, models predict that the
heating epoch concluded well before the bulk of reionization, at
z ≫ 10 (Furlanetto 2006; Chen & Miralda-Escudé 2008; Santos
et al. 2008; Baek et al. 2009). However, the second generation 21-
cm interferometers, such as SKA, might be able to peek into this
high-redshift regime of the dark ages. Furthermore, the astrophys-
ical quantities at high-z are uncertain, and we do not really know
how robust is the assumption of TS ≫ Tγ even during the early
stages of reionization. Therefore, for many applications, especially
parameter studies, it is important to compute the spin temperature
field. Unfortunately, there is currently no numerical simulation that
includes the computationally expensive radiative transfer of both
X-rays and Lyα photons from atomically or molecularly cooled
sources required to compute TS numerically (though see the re-
cent work of Baek et al. 2010, who perform RT simulations on a
small subset of sources, withM ∼

> 1010M⊙). Therefore we cannot
directly compare our spin temperature fields to numerical simula-
tions.

Our derivations in this section are similar to other semi-
analytic models (Furlanetto 2006; Pritchard & Furlanetto 2007;

generated directly on the same scale 2563 grids show similar shot noise
upturns in power on these scales (see Fig. 7 in Zahn et al. 2010).
13 Note that the FFRT results shown here are not precisely analogous to
those in Zahn et al. (2010), since there the evolved density field was taken
from an N-body simulation, where in 21cmFAST, we self-consistently gen-
erate the density field according to §2.1.
14 http://www.astro.princeton.edu/ mesinger/DexM.html

Santos et al. 2008). However, unlike Santos et al. (2008) and Santos
et al. (2009), we do not explicitly resolve the halo field as an inter-
mediary step. Instead we operate directly on the evolved density
fields, using excursion set formalism to estimate the mean num-
ber of sources inside spherical shells corresponding to some higher
redshift. As discussed above, bypassing the halo field allows the
code to be faster, with modest memory requirements. Below we go
through our formalism in detail.

The spin temperature can be written as (e.g. Furlanetto et al.
2006):

T−1
S =

T−1
γ + xαT−1

α + xcT
−1
K

1 + xα + xc
(5)

where TK is the kinetic temperature of the gas, and Tα is the color
temperature, which is closely coupled to the kinetic gas tempera-
ture, Tα ≈ TK (Field 1959). There are two coupling coefficients
in the above equation. The collisional coupling coefficient can be
written as:

xc =
0.0628 K
A10Tγ

h

nHIκ
HH
1−0(TK) + neκ

eH
1−0(TK) + npκpH

1−0(TK)
i

,

(6)
whereA10 = 2.85×10−15 s−1 is the spontaneous emission coeffi-
cient, nHI, ne, and np are the number density of neutral hydrogen,
free electrons, and protons respectively, and κHH

1−0(TK), κeH
1−0(TK),

and κpH
1−0(TK) are taken from Zygelman (2005), Furlanetto &

Furlanetto (2007), and Furlanetto & Furlanetto (2007), respec-
tively. The Wouthuysen-Field (Wouthuysen 1952; Field 1958; WF)
coupling coefficient can be written as:

xα = 1.7 × 1011(1 + z)−1SαJα , (7)

where Sα is a correction factor of order unity involving detailed
atomic physics, and Jα is the Lyman α background flux in units
of pcm−2 s−1 Hz−1 sr−1. We compute Tα and Sα according to
Hirata (2006).

According to the above equations, there are two main fields
governing the spin temperature: (1) the kinetic temperature of the
gas, TK(x, z), and (2) the Lyα background, Jα(x, z). We address
these in §3.1 and §3.2, respectively.

3.1 The Kinetic Temperature

3.1.1 Evolution Equations

To calculate the kinetic temperature, one must keep track of the in-
homogeneous heating history of the gas. We begin by writing down
the evolution equation for TK(x, z) and the local ionized fraction in
the “neutral” (i.e. outside of the ionized regions discussed in § 2.2)
IGM, xe(x, z):

dxe(x, z′)
dz′

=
dt
dz′

ˆ

Λion − αACx2
enbfH

˜

, (8)

dTK(x, z′)
dz′

=
2

3kB(1 + xe)
dt
dz′

X

p

ϵp

+
2TK

3nb

dnb

dz′
−

TK

1 + xe

dxe

dz′
, (9)

where nb = n̄b,0(1 + z′)3[1 + δnl(x, z′)] is the total (H +
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two coupling coefficients:

collisional coupling
requires high densities
effective in the IGM at z>40

Wouthuysen-Field (WF)
uses the Lyα background
effective soon after the first sources ignite

The spin temperature approaches the kinetic temperature if either coefficient is high.
Otherwise, the spin temperature approaches the CMB temperature: NO SIGNAL!



“Fiducial”	scenario:	the	IGM	is	heated	by	X-rays	
from	HMXBs	before	reionization

McQuinn	&	O’Leary	(2012)	
see	also	Furlanetto	(2006),	
Mesinger+	(2013)

SFR	required	to	reionize	the	Universe:

is	much	larger	than	the	SFR	needed	to	
heat	it	with	HMXBs:

4

to suppress cooling in halos with masses< 3.0×106 M⊙.5

X-ray heating: Another critical juncture occurred
when ρ̇SFR was sufficient for X-rays to have heated the
gas above the CMB temperature. Penetrating X-rays
are likely the most efficient mechanism for reheating the
IGM (Chen & Miralda-Escudé 2004). However, relat-
ing X-ray production to the star formation rate (SFR)
is more uncertain than relating ultraviolet emission to
SFR since X-ray production depends on the abundances
of X-ray binaries and supernovae. To do so, we follow
the methodology taken in Furlanetto (2006), using rela-
tions calibrated on low-redshift galaxies between X-ray
luminosity and the SFR. In particular, the critical SFR
density to heat the IGM with X-rays by the CMB tem-
perature is

[ρ̇SFR]X=4.0× 10−2Z5/2
20

(

tSFR
0.1 tH

)−1 (fX
0.2

)−1

(10)

×
(

LX/SFR

1040 erg s−1 M⊙
−1 yr

)−1

M⊙ yr−1 Mpc−3,

where fX is the fraction of energy that heats the IGM
(Shull & van Steenberg 1985), LX/SFR is the ∼ 0.1 −
2 keV luminosity per unit SFR, tSFR is the timescale
over which the emitting population had been active, and
tH = H(z)−1. Equation (11) evaluated LX/SFR at
1040 erg s−1 M⊙

−1 yr, which is a factor of ∼ 5 higher
than low redshift measurements for the same relation-
ship except between 2 − 10 keV (Grimm et al. 2003;
Mineo et al. 2011).6 Interestingly, there is no evidence
for evolution in the LX/SFR, even to z ≈ 6 (Cowie et al.
2011). Using the Sheth-Tormen mass function, the e-
folding time, [d log fcoll(mh)/dt]−1, is 0.11 and 0.06 of
a Hubble time at z = 20 for mh = 106 M⊙ and
mh = 108 M⊙, respectively.
Is it again possible for minihalos to have dominated

the X-ray reheating of the Universe? For our fiducial
parameters, JLW,21 would have been even larger by
a factor of 20 when [ρ̇SFR]X was satisfied than when
[ρ̇SFR]α was. Larger fX will reduce the resulting
JLW,21, making it more difficult for the Lyman-Werner
background to sterilize minihalos. However, X-rays
can also catalyze the formation of H2, combatting its
destruction via the Lyman-Werner background. We find
in models similar to Furlanetto (2006) that at [ρ̇SFR]X
the ionized fraction is increased by a factor of 10 over
the relic fraction from recombination. In the absence
of recombinations, 10 times more molecular hydrogen
will form such that a 10 times larger Lyman-Werner
background is required to yield the same H2 fraction.
This estimate of a factor of 10 is the upper bound on
how much JLW,21 can be increased, as the recombination
time is ∼ 1 Hubble time for virialized gas at z = 20 with

5 This estimate ignored the depletion of the Lyman-Werner back-
ground as these photons ionize the H2 in the mean IGM. This ad-
ditional absorption is estimated to contribute an optical depth of
1 − 2 (Ricotti et al. 2001), and density inhomogeneities will also
enhance the depth over these estimates.

6 The spectral index of the X-ray emission is uncertain, but
empirical determinations at low-redshifts are consistent with hav-
ing equal energy per log in frequency (Rephaeli et al. 1995;
Swartz et al. 2004). Low-z X-ray emission that traces star for-
mation is dominated by high mass X-ray binaries.

Fig. 1.— Model history of the gas temperature and spin temper-
ature (top panel) and of the mean 21cm brightness temperature
(bottom panel) for the parameters Nα = 104, fX = 1, f∗ = 0.02,
Nion = 4000, and fesc = 0.1, assuming that star formation traces
the mass in atomic cooling halos. The shaded regions qualita-
tively delineate the phases where different radiation backgrounds
drive the signal: first ultraviolet pumping, then X-ray heating, and
lastly Reionization. LEDA and DARE aim to constrain this signal
between 10 ! z ! 30.

the relic electron fraction.

Ionizations: The final effect that stars have on the
21cm signal is via their ionizations of intergalactic gas.
If a stellar population produces Nion ionizing photons
per stellar baryon, the critical SFR density required to
reionize the Universe to ionized fraction xi is

[ρ̇SFR]ion=4.4× 10−1 x̄i Z
3/2
20

(

tSFR
0.1 tH

)−1

×
(

fesc
0.1

Nion

4000

)−1

M⊙ yr−1 Mpc−3, (11)

where fesc is the fraction of ionizing photons that escape
from their sites of production into the IGM. The factor
fesc is highly uncertain and likely to be ≪ 1 (e.g.,
Kuhlen & Faucher-Giguere 2012), and Nion ≈ 4000 for
Z = 0.05Z⊙ Pop II stars with a Scalo initial mass
function (IMF; Barkana & Loeb 2001). This number
varies at the factor of 2-level when changing assump-
tions regarding the metallicity and the IMF, at least for
empirically-determined IMFs. However, Pop III stars
with a top-heavy IMF are much more efficient producers
of ionizing photons, with Nion ≈ 40, 000 (Bromm et al.
2001).

Thus, we find [ρ̇SFR]α ≪ [ρ̇SFR]X ≪ [ρ̇SFR]ion in agree-
ment with Furlanetto (2006). In this ordering, radiation
from star formation first coupled the spin temperature to
the gas temperature such that the 21cm signal appears in
absorption. Next, radiation associated with star forma-
tion reheated the Universe, and, lastly, stellar radiation
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where fX is the fraction of energy that heats the IGM
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2 keV luminosity per unit SFR, tSFR is the timescale
over which the emitting population had been active, and
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the relic electron fraction.

Ionizations: The final effect that stars have on the
21cm signal is via their ionizations of intergalactic gas.
If a stellar population produces Nion ionizing photons
per stellar baryon, the critical SFR density required to
reionize the Universe to ionized fraction xi is
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where fesc is the fraction of ionizing photons that escape
from their sites of production into the IGM. The factor
fesc is highly uncertain and likely to be ≪ 1 (e.g.,
Kuhlen & Faucher-Giguere 2012), and Nion ≈ 4000 for
Z = 0.05Z⊙ Pop II stars with a Scalo initial mass
function (IMF; Barkana & Loeb 2001). This number
varies at the factor of 2-level when changing assump-
tions regarding the metallicity and the IMF, at least for
empirically-determined IMFs. However, Pop III stars
with a top-heavy IMF are much more efficient producers
of ionizing photons, with Nion ≈ 40, 000 (Bromm et al.
2001).

Thus, we find [ρ̇SFR]α ≪ [ρ̇SFR]X ≪ [ρ̇SFR]ion in agree-
ment with Furlanetto (2006). In this ordering, radiation
from star formation first coupled the spin temperature to
the gas temperature such that the 21cm signal appears in
absorption. Next, radiation associated with star forma-
tion reheated the Universe, and, lastly, stellar radiation

WF coupling

collisional coupling

absorptionemission



The	timing	of	the	Epoch	of	Heating	(EoH)
Just	the	redshift	at	which	the	21-cm	power	spectrum	peaks	already	tells	us	a	
combination	of	which	halos	hosted	early	galaxies	and	what	were	their	X-ray	
luminosities
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fx=1	corresponds	to	Lx/SFR	from	local	star-forming	galaxies	(Mineo+2012)	
is	Lx/SFR	different	in	the	first	galaxies??		e.g.	lower	metalicty	->	more	abundant	and	more	
luminous	HMXBs?	(Fragos+2012;	Basu-Zych+2016)



Note	that	we	only	care	about	Ex	<~	2	keV.		Higher	energy	photons	a	
have	mean	free	path	longer	than	the	Hubble	length.

2 F. Pacucci et al.

Loeb 2013; Mesinger et al. 2014; though see also exploratory work
in Pritchard & Furlanetto 2007; Baek et al. 2010; Mesinger et al.
2013). The X-ray luminosity of the first galaxies5 regulates the tim-
ing of the heating epoch. However, the actual X-ray SED should
also be important in setting the signal, as the mean free path of X-
rays through the IGM, �X, has a very strong dependence on the
photon energy (e.g. Furlanetto et al. 2006; McQuinn 2012):

�X ⇡ 34 x̄
�1

HI

„
EX

0.5 keV

«
2.6 „

1 + z

15

«�2

comoving Mpc ,

(1)
where x̄HI is the mean neutral fraction of the IGM. Soft photons are
much more likely to be absorbed closer to the galaxies, while high
energy photons heat (or ionize) the IGM more uniformly. Indeed,
Mesinger et al. (2013) showed that if X-ray heating is dominated
by high-energy photons, the redshift evolution of the amplitude of
the large-scale 21cm power spectrum does not show an associated
pronounced peak. It is important to also note that because of this
strong energy dependence of �X, photons with energies ⇠> 2 keV
effectively free-steam, barely interacting with the IGM; this makes
the soft X-ray SED much more relevant for the 21cm signal.

Observations show that the SED of local galaxies is more
complicated than is usually assumed in 21cm studies. Locally, the
hot ISM contributes significantly to the galaxy’s soft X-ray emis-
sion (e.g. Strickland et al. 2000; Grimes et al. 2005a; Owen & War-
wick 2009; Strickland et al. 2004a; Li & Wang 2013; see the review
in §7.1 of Mineo et al. 2012b). As an example, we note that using
Chandra, Mineo et al. (2012b) recently studied the diffuse emis-
sion in a local sample of 21 star-forming galaxies, finding sub-keV
thermal emission from the hot ISM in every galaxy in the sam-
ple. The stacked, bolometric soft-band (0.5–2 keV) luminosity per
star formation rate (SFR) of the thermal emission is comparable to
that from resolved sources, dominated by high mass X-ray bina-
ries (HMXBs) with much harder spectra (e.g. Gilfanov et al. 2004;
Mineo et al. 2012a).

In this paper we illustrate the impact of the X-ray SED of the
first galaxies on the 21cm power spectrum. We use simple mod-
els representative of dominant populations of either soft (corre-
sponding to the hot ISM) or hard (corresponding to HMXBs) X-
ray sources. To show the robustness of our results, we also vary the
X-ray luminosity per SFR (SED normalization) and the halo mass
which hosts the dominant galaxy population.

As this work was nearing completion, a related study was pub-
lished by Fialkov et al. (2014). The most important distinction be-
tween the two works is that our analysis is motivated by Chandra

observations of nearby star-forming galaxies, rather then a theoret-
ical model of HMXBs. Furthermore, our proof-of-concept focuses
on predicting qualitative trends which are robust to the many astro-
physical uncertainties.

This paper is organized as follows. In §2 we discuss pos-
sible contributions to the X-ray SED of high�z galaxies, plac-
ing them in the context of recent Chandra observations. In §3
we present our simulations of the cosmological 21cm signal. In
§4 we discuss our main results, showing how the SED has a

5 For convenience, we use the adjective “first” somewhat imprecisely, re-
ferring to the galaxies responsible for heating the IGM, which likely occurs
at z ⇠10–20 (see below). The very first galaxies could appear even ear-
lier (z ⇠ 30), though star formation inside these rare mini-halos is likely
insufficient to significantly heat the IGM (e.g. McQuinn & O’Leary 2012).
Nevertheless, our qualitative conclusions are not affected by the precise red-
shift at which the relevant galaxies appear (see below).

robust imprint in the 21cm signal. Finally, we conclude in §5.
Unless stated otherwise, we quote all quantities in comoving
units. Throughout, we adopt recent Planck cosmological parame-
ters (Planck Collaboration et al. 2013): (⌦m, ⌦⇤, ⌦b, h, ns, �8) =
(0.32, 0.68, 0.049, 0.67, 0.96, 0.83).

2 X-RAYS FROM THE FIRST GALAXIES

As we do not know the X-ray SEDs of high-redshift, z > 10,
galaxies6 we are forced to make educated guesses, motivated by
observations of low-z (z ⇠< 4) galaxies. In the local Universe, ac-
tive galactic nuclei (AGN) dominate the X-ray background (XRB;
e.g. Moretti et al. 2012). However at high-redshifts (z ⇠> 5; e.g.
Haardt & Madau 2012; Fragos et al. 2013), the contribution of
AGN to the X-ray background should become sub-dominant to that
of end products of stellar evolution, accreting gas from companion
stars. These are characterized by the masses of their donor stars,
and comprise HMXBs, intermediate mass X-ray binaries (IMXBs),
low mass X-ray binaries (LMXBs), cataclysmic variables and ac-
tive binaries. However, the characteristic timescales of all but the
HMXBs are longer than the Hubble time at the very high redshifts
of interest. Furthermore, the bolometric7 X-ray luminosity of lo-
cal, star-forming galaxies is found to be dominated by resolved
HMXBs (e.g. Grimm et al. 2003; Ranalli et al. 2003; Swartz et al.
2004a; Persic & Rephaeli 2007; Lehmer et al. 2010; Swartz et al.
2011; Walton et al. 2011; Mineo et al. 2012a). For these reasons,
many studies of early IGM heating focus on HMXBs as the primary
source of X-rays in star-forming galaxies (e.g. Furlanetto 2006;
Pritchard & Furlanetto 2007; Mesinger et al. 2011; Santos et al.
2011; though see, e.g., Valdés et al. 2013 and Evoli et al., in prep.
for more exotic models in which heating can be dominated by an-
nihilating dark matter).

On the other hand, the hot ISM could contribute a significant
amount of soft X-rays. Heated by supernovae (SNe) explosions
and winds to temperatures of 106�7 K, this hot plasma emits X-
rays through a combination of thermal bremsstrahlung and metal
line cooling. It is diffuse and more spatially extended than the
point sources discussed above. Its presence is typically detected
in normal star-forming galaxies and starbursts (e.g Strickland et al.
2000, 2004b; Grimes et al. 2005b; Mineo et al. 2012b; Li & Wang
2013), as well as in high-resolution ISM simulations of the first,
atomically-cooled galaxies (e.g. Wise et al. 2012; Aykutalp et al.,
in prep). The contribution of soft emission from the hot ISM to the
X-ray heating epoch has not been considered previously.

Below we take HMXBs and the hot ISM as the two potential
sources of X-ray emission from the first galaxies. In nearby galax-
ies, the total luminosity of both of these sources is observed to be
proportional to the galaxy’s star-formation rate (e.g. Gilfanov et al.
2004). Interestingly, both HMXBs and the hot ISM have a compa-

rable, observed soft-band (0.5–2 keV) luminosity per SFR:⇠ 8 and
5 ⇥1038 erg s�1

M� yr�1, respectively (Mineo et al. 2012a,b).
However, their SEDs are dramatically different, as we discuss fur-
ther below. We also make the distinction between the intrinsic and

6 QSOs at z ⇠< 6 have been detected in X-rays (e.g. Brandt et al. 1999;
Fan et al. 1999), as well as galaxies at z ⇠< 4 through stacking analysis
(Basu-Zych et al. 2013).
7 We stress again that high-energy X-rays are unlikely to interact with the
IGM at redshift relevant for the 21cm signal, given their long mean free
paths. Hence the soft-band (⇠< 2 keV) SED and luminosity is more relevant
for predicting the 21cm signal.
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The	X-ray	mean	free	path	through	the	IGM	is	
very	sensiuve	to	Ex

But	we	can	learn	more!



Some	candidate	sources	of	X-rays

based	on	observations	in	
Mineo+2012a,b

Luminosities	of	both	hot	ISM	(soft)	and	HMXB	(hard)	scale	with	SFR

HMXBs

hot	ISM

Composite	SEDs	of	local,	star-forming	galaxies

Pacucci,	AM+	2014



These	X-rays	must	pass	through	the	ISM	of	the	
host	galaxy

Das,	AM+	2017

Milky	Way	-like		
absorption

Simulated	absorption



Softer	SEDs	result	in	more	inhomogeous	IGM	
heating
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‘hard’	SED	~	HMXBs ‘soft’	SED	~	hot	ISM

Pacucci+	2014

High-energy	processes	in	the	first	galaxies	are	also	encoded	in	the	cosmic	21-cm	signal

differences	are	easily	detectable	with	HERA	and	the	SKA



Pacucci,	AM+	(2014)

‘soft’	SED,	dominated	by	hot	ISM	

‘hard’	SED,	dominated	by	HMXBs	

X-ray	luminosity/SFR

More	inhomogeneous	heating	means	a	
higher	21cm	power	spectrum



More	inhomogeneous	heating	means	a	
higher	21cm	power	spectrum

Pacucci,	AM+	(2014)

‘soft’	SED,	dominated	by	hot	ISM	

‘hard’	SED,	dominated	by	HMXBs	

X-ray	luminosity/SFR factor	of	3	in	power	amplitude,	
not	degenerate	with	host	halos	&	Lx



Peak	is	in	emission!	
Cannot	be	reproduced	
with	astrophysics!!!

Evoli,	AM,	Ferrara	(2014)	
see	also	Lopez-Honorez+2016	

Exotic	sources	of	heat	could	also	impact	the	signal

Figure 3. Evolution of the 21 cm power at k = 0.1 Mpc�1 for all of the considered DM and
astrophysical X-ray models (solid line if the corresponding mean signal is in absorption, dashed-
dotted line if in emission). The shaded areas correspond to the sensitivity regions calculated in [?
] for the experiments: MWA-128T (yellow), LOFAR (green). SKA (HERA) single beam 1000h
sensitivity limit is plotted as a dotted red (blue) line. The arrows on the top side of the plot indicate
the transition between DM and astrophysical sources as dominant heating source.

variation in �Tb at the minimum is predicted to be of 110, 190 and 200 mK for Mh,min = 10�3,
10�6 and 10�9

M� respectively.
However, a similar qualitative trend is also present in the extreme astrophysical model

described in Sec. 2.1, in which we allow for an enhanced production of hard X-rays. This
partial degeneracy makes is di�cult to extract a robust signature of DM annihilation heating
from the global signal. In the next Section we show that the di↵erent spatial distribution of
the relevant heating sources allows to discriminate between the two scenarios.

3.3 Power-spectrum

As our main observable, we use the spherically averaged power spectrum:

P21 ⌘
k
3

2⇡2V
�T̄b(z)

2h|�21(k, z)|2ik (3.1)

where �21(x, z) ⌘ �Tb(x, z)/�T̄b � 1. Our default power spectrum bin width is d ln k = 0.5.
In Figure 3, we show the redshift evolution of the k = 0.1 Mpc�1 mode of the 21 cm

power spectra for the same models shown in Figure 2. This scale roughly corresponds to the
narrow window of k-space accessible to the first generation interferometers (e.g. [55, 56]). In
order to predict the detectability of the signal, we also show 1� thermal noise corresponding
to a 1000h, single-beam, observation with some upcoming and current instruments (taken
from [? ]).
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heating	from	DM	annihilations	is	more	uniform	than	astrophysical	->	
heating	peak	is	LOWEST	of	the	three



Cosmic	Evolution:	
putting	it	together



and	we	should	get	a	high	S/N	detection	with	
HERA	and	SKA

Mesinger+	(2016)
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How	to	quantify	what	we	will	learn??
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We	need	fast,	accurate	sims	to	forward-model	
the	21-cm	signal

21cmFAST	(AM+2007,	2011)	—	public,	efficient	semi-numerical	3D	
simulation	code	generating	density	fields	(with	2LPT),	and	associated	
radiation	fields	(with	a	combination	of	excursion-set	and	lightcone	
integration).

21cmFAST:	
~0.1	CPU	hours

hydro+RT	(Trac+2009):	
~107	CPU	hours



So,	how	does	it	work	then?



Average	properties	of	galaxies	in	halos	of	mass	M_h:

Park+	2018	
(see	also	Kuhlen+2012;	
Dayal+	2014;	Mitra+	2015;	
Sun	&	Furlanetto	2016;	
Mutch+	2016;	Yue+	2016,	…)

Start	with	a	galaxy	model:	
a	flexible	approach	based	on	DM	halos	+	galaxy	LFs

M⇤ = f⇤,10
⇣

Mh
1010M�

⌘
↵⇤ ⌦b

⌦M
Mh

L1500 / M⇤
t⇤H�1

Lion = fesc,10
⇣

Mh
1010M�

⌘
↵esc

L1500

fduty = exp[�Mturn/Mh]



M⇤ = f⇤,10
⇣

Mh
1010M�

⌘
↵⇤ ⌦b

⌦M
Mh

L1500 / M⇤
t⇤H�1

Lion = fesc,10
⇣

Mh
1010M�

⌘
↵esc

L1500

fduty = exp[�Mturn/Mh]

Average	properties	of	galaxies	in	halos	of	mass	M_h:

An	flexible	approach	based	on	DM	halos	+	galaxy	LFs

six	free	parameters	for		
star	formation	and		
UV	photons



An	flexible	approach	based	on	DM	halos	+	galaxy	LFs

X-ray	free	parameters	
characterizing	emerging	
SED	from	galaxies

Das,	AM+	2016



Free	parameters



How	to	quantify	what	we	will	learn??

21CMMC	(Greig	&	AM	2015,	2017)	–	public,	
massively-parallelized	MCMC	driver	for	21cmFAST,	
based	on	EMCEE	sampler	(Forman-Mackey+	2013)

21cmFAST	(AM+2007,	2011)	—	public,	efficient	
semi-numerical	3D	simulation	code;	extensively	
tested	and	currently	used	by	all	21-cm	efforts	
around	the	globe

+



21cm	3D!!!	map

“observation”



“observation”

characterize	in	terms	of	a	summary	statistic:	
power	spectra	with		1000h	noise	from	HERA	and	moderate	foreground	contamination



combine	with	other	observations		
in	order	to	compute	

	likelihood	

(1)	21-cm	



(1)	21-cm	

combine	with	other	observations		
in	order	to	compute	

	likelihood	

(2)	high-z	
galaxy	LFs+



combine	with	other	observations		
in	order	to	compute	

	likelihood	

(2)	high-z	
galaxy	LFs+

(1)	21-cm	

(3)	
CMB	τe

+



movie	credit:	J.	Park
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Parameter	constraints:	LF	+	21cm

1000h	observations	with	HERA/SKA	+	current	
galaxy	observations	can	constrain	most	
parameters	to	<~	10%	

1000h	observations	with	
SKA/HERA	can	cons	

train	EoR	history	to	~	1%

1000h	
observations	
with	SKA/
HERA	can	cons	

train	EoR	
history	to	~	1%

Park,	AM+2019
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We	will	be	able	to	
“detect”	the	dominant	
galaxy	population,	
isolating	the	minimum	
scale	for	galaxy	formation

Park,	AM+2019
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Parameter	constraints:	LF	+	21cm

1000h	observations	with	SKA	can	
constrain	EoR	history	to	~	1%

Park,	AM+2019



Including	physical	cosmology
16 N. Kern et al.
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Figure 6. The joint posterior distribution of the eleven-parameter model, showing the 68% and 95% credible regions of the

pairwise covariances (o↵-diagonal) and their marginalized distribution across each model parameter (diagonal). Purple-shaded

boxes represent pairwise covariances between cosmological parameters; green-shaded boxes represent cosmological-astrophysical

covariances, and yellow-shaded boxes represent astrophysical covariances. Blue contours on the cosmological covariances indicate

the 95% credible region of the adopted prior distribution consistent with Planck. The underlying true parameters of the

observation are marked as red squares with crosshairs.

accuracy of ⇠ 10% for most of the data. More impor-
tantly, however, Figure 2 shows that the emulator error
is always lower than the inherent observational survey
error, and for the majority of the data is considerably
lower. Nonetheless, we account for these projected emu-
lator errors by adding them in quadrature with the sur-
vey error bars as described in Section 2.3.2. Our MCMC
run setup involves 300 chains each run for ⇠5,000 steps,
yielding over 106 posterior samples. On a MacPro Desk-

top computer, this entire calculation takes ⇠ 12 hours
and utilizes ⇠ 10 GB of memory.

The final characterization of the posterior distribution
is found in Figure 6, where we show its marginalized
pairwise covariances between all eleven model parame-
ters and its fully marginalized distributions along the
diagonal. With the exception of �8, the cosmological
constraints are mostly a reflection of the strong Planck

prior distribution (shown as blue contours). Compared

Kern	+	(2017)

forecasts	from	21-cm	power	spectra	emulator	

current	21CMMC	can	forward	model	
cosmological	parameters	(on-the-fly)



Including	physical	cosmology

Kern	+	(2017)
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tantly, however, Figure 2 shows that the emulator error
is always lower than the inherent observational survey
error, and for the majority of the data is considerably
lower. Nonetheless, we account for these projected emu-
lator errors by adding them in quadrature with the sur-
vey error bars as described in Section 2.3.2. Our MCMC
run setup involves 300 chains each run for ⇠5,000 steps,
yielding over 106 posterior samples. On a MacPro Desk-
top computer, this entire calculation takes ⇠ 12 hours
and utilizes ⇠ 10 GB of memory.

The final characterization of the posterior distribution
is found in Figure 6, where we show its marginalized
pairwise covariances between all eleven model parame-
ters and its fully marginalized distributions along the
diagonal. With the exception of �8, the cosmological
constraints are mostly a reflection of the strong Planck

prior distribution (shown as blue contours). Compared
to previous EoR forecasts of Pober et al. (2014); Ewall-
Wice et al. (2016b); Greig et al. (2016), the strength
of the EoR parameter degeneracies are weakened due
to the inclusion of cosmological physics that washes out
part of the covariance structure. This importance is
exemplified by the strong degeneracy between the am-
plitude of clustering, �8, and the minimum virial tem-
perature, T

min

vir
. At a particular redshift, an increase in

�8 increases the number of collapsed dark matter halos.
At the same time, an increase in T

min

vir
suppresses the

number of collapsed halos that can form stars, meaning
they balance each other out in terms of their e↵ect on
the number of star forming halos present at any par-
ticular redshift. This degeneracy on the overall timing
of EoR between these parameters is clearly seen in the
animation tied to Figure 3 (see caption).

Compared to the recent work of Greig & Mesinger
(2017a), who performed a full MCMC over EoR and
EoH parameters with 21cmFAST assuming a HERA-331
experiment, our constraints are slightly stronger. This
could be for a couple of reasons, including (i) the fact
that they add an additional 20% modeling error onto
their sampled power spectra and (ii) their choice of uti-
lizing power spectra across 8 redshifts when fitting the
mock observation, compared to our utilization of power
spectra across 37 di↵erent redshifts when fitting to our
mock observation.

The posterior distributions for each parameter
marginalized across all others are shown in Figure 7,
where they are compared against their input prior dis-
tributions. We see that the HERA331 experiment, with
a moderate foreground avoidance scheme, will nominally
place strong constraints on the EoR and EoH parame-
ters of 21cmFAST with respect to our currently limited
prior information. For the cosmological parameters, the
HERA likelihood alone is considerably weaker than the
Planck prior; however, we can see that a HERA likeli-
hood combined with a Planck prior can help strengthen
constraints on certain cosmological parameters. Because
21 cm experiments are particularly sensitive to the loca-
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Figure 7. The posterior distribution of Figure 6 for each

model parameter marginalized across all other parameters,

compared against the adopted prior distributions. We adopt

priors on the cosmological parameters consistent with Planck

constraints, and adopt flat priors across the astrophysical

parameters. We find that HERA will be able to produce

⇠ 10% level constraints on the astrophysical parameters and

will help strengthen constraints on �8.

tion of the redshift peaks of the 21 cm signal,11 parame-
ters like �8, which control the overall clustering and thus
a↵ect the timing of reionization, are more easily con-
strained. Going further, Liu et al. (2016) showed that
one can produce improved CMB cosmological parameter
constraints by using 21 cm data to constrain the prior
range of ⌧ , which is a CMB nuisance parameter that is
strongly degenerate with �8 and thus degrades its con-
straining power. Our 21 cm power spectrum constraint
on �8 shown above does not include this additional im-
provement one can achieve by jointly fitting 21 cm and
CMB data, which is currently being explored.

5. DISCUSSION

Here we discuss performance tests that help to fur-
ther validate the e�cacy of the emulator algorithm. We
address the issue of what happens when the underlying
true parameters lie at the edges or outside of the hard

11 Strong peaks and dips in the z evolution of �2
21 mean that

slight deviations along z produce large deviations in �2
21.

21-cm	observations	of	
reionization	can	
strengthen	constraints	
on	σ8



SKA’s	revolutionary	role	will	be	in	imaging	the	
first	billion	years	of	our	Universe

http://homepage.sns.it/
mesinger/EOS.html



Towards the Big Bang

Epoch of Reionization Cosmic Dawn Dark Ages

Astrophysical	cosmology

Greig	&	AM	2015;	
2017

The	21cm	signal	is	highly	non-Gaussian.		Using	only	the	power	
spectrum	wastes	a	lot	of	information!!!



Exploring	non-Gaussian	statistics

1. “Brute	force”	approach:	Simply	replace	the	power	spectrum	in	the	likelihood	
calculation	of	21CMMC	with	an	alternate	statistic,	e.g.	the	bispectrum	(Watkinson,	
AM+,	in	prep).		Does	that	statistic	yield	tighter	constraints	on	the	astrophysical	
parameters?		Repeat	with	other	statistics,	quantifying	which	one	results	in	the	
strongest	constraints.



Exploring	non-Gaussian	statistics

1. “Brute	force”	approach:	Simply	replace	the	power	spectrum	in	the	likelihood	
calculation	of	21CMMC	with	an	alternate	statistic,	e.g.	the	bispectrum	(Watkinson,	
AM+,	in	prep).		Does	that	statistic	yield	tighter	constraints	on	the	astrophysical	
parameters?		Repeat	with	other	statistics,	quantifying	which	one	results	in	the	
strongest	constraints.	

2.Machine	learning	approach:	train	Convolutional	Neural	Networks	(CNN)	to	learn	
astrophysics	and	cosmology	directly	from	21-cm	images	(Gillet	et	al.	2018).



Deep	learning	with	CNN:	parameter	recovery

Gillet,	AM	+,	2019
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Deep learning with CNN: parameter recovery

Gillet,	AM	+,	2019



CNN’s eyes

- Filters of the 1st Convolution Layer 

- 10x10 pixels (gaussian smooth) 

Gillet,	AM	+,	2019



What the CNN sees
z~6 z~30

Gillet,	AM	+,	2019



What the CNN sees
z~6 z~30

Gillet,	AM	+,	2019



The	time	is	now!

HERA	(an	SKA,	second-generauon	precursor)	will	be	fully	
operauonal	in	2020	

SKA	will	roll	out	early	2020s,	with	science	runs	mid-decade

HERA	in	2019 rendering	of	SKA1-Low


