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High Energy Cosmic Rays

LHC 100 TeV

http://www.physics.utah.edu/~whanlon/spectrum.html
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Energy spectrum (E >1014 eV )

knee

heavy
knee

ankle

flux
suppression

3



p

g2.7K

Δ Ｎ

π

N

Mpc6»

1
=

CMBp
rs

l
g

eV10E 20
p »

Flux suppression?
The Greisen-Zatsepin-Kuzmin (GZK) cutoff
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Flux suppression?
The Greisen-Zatsepin-Kuzmin (GZK) cutoff
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Flux suppression?
The Greisen-Zatsepin-Kuzmin (GZK) cutoff



Predicted (and observed) Spectrum

No cosmogenic neutrinos observed so far



GZK vs nuclei photo-desimtegration

At 1020 eV proton and iron have similar attenuation lengths



Arriving at Earth p/nuclei
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Shower cascades 
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The events: Cosmic rays “rain”
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The events: Cosmic rays “rain”
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The events: Cosmic rays “rain”
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The events: Cosmic rays “rain”
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The events: first interaction
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The events: shower development
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The events: shower development
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The events: shower hits Earth surface
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The events: shower hits Earth surface
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1019 eV



P(Fe) Air ➝ Baryons (leading, net-baryon ≠ 0)
➝ π0 ( π0 ➝ 𝛾𝛾➝ e+e- e+e- ➝ …)
➝ π ± ( π ± ➝ 𝜇± if Ldecay<  Lint )

➝ K±, D. …

The events: shower hits Earth surface
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Extensive Air Showers (EAS)

1019 eV
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Particles

EAS detection

Cherenkov

Fluorescence
electrons excite N2 molecules
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airfly



Fluorescence from space

JEM-EUSO
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Fluorescence from Earth

Air shower
stereo image

Fly’s Eye
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Fluorescence detectors
measurements

Fly’s Eye
E~3x1020 eV
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Ground arrays measurements

v ~ c

From (ni, ti):

The direction
The core position
The Energy

The LDF
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Example: event observed with Auger Observatory

Lateral distribution

Time structure

Longitudinal profile

15% duty cycle

100% duty cycle

Measurements by an Hybrid 
detector at Earth
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Pierre Auger Observatory
Province Mendoza, Argentina 
1660 detector stations, 3000 km2

27 fluorescence telescopes

Telescope Array (TA)
Delta, UT, USA
507 detector stations, 680 km2

36 fluorescence telescopes

Together full sky coverage

TA:
8.1 x 103 km2 sr yr (spectrum)
8.6 x 103 km2 sr yr (anisotropy)

Auger:
6.7 x 104 km2 sr yr (spectrum)
9 x 104 km2 sr yr (anisotropy)

Earth Observatories



Northern hemisphere: Utah, USA

Middle Drum: based on HiRes II

LIDAR
Laser facility

Electron light
source (ELS):
~40 MeV

Infill array and high
elevation telescopes

Test setup for
radar reflection
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TALE (TA low energy extension)

Talk by Abu-Zayyad

Telescope Array (TA) Area ~ 680 km2

3     fluorescence telescopes
507     double-Layer scintillators



South Hemisphere          Area ~ 3000 km2

Nov 2009

60 km

Malargüe, Argentina

The Pierre Auger Observatory

24 fluorescence telescopes
1600 water Cerenkov detectors
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telescope building 
“Los Leones”

LIDAR station

communication tower
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telescope building 
“Los Leones”

LIDAR station

communication tower
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E.M. and μ signal at the SD

Individual time traces

Proton, ϴ =45º , E= 1019 eV , 
d= 1000m
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The fluorescence detectors (FD)
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The fluorescence detectors (FD)
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The fluorescence detectors (FD)
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The fluorescence detectors (FD)
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A 4 eyes hybrid event ! 
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Energy determination in Auger
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UHECR spectrum with the Pierre Auger Observatory Inés Valiño
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Figure 1: Correlation between the energy estimators
(see text) and the energy FD energy. S38 and S35 are
given in units of Vertical Equivalent Muon or VEM,
corresponding to the signal produced by a vertical
muon traversing the detector through its center. Since
N19 is a scaling factor it is dimensionless.

The resolution in the SD energy is
computed from the distribution of the ratio
A(Ŝ)B/EFD for the hybrid events used for the
calibration, assuming a fixed FD energy res-
olution of 7.6%. The resulting average reso-
lutions are reported in Table 1.

3. Energy spectrum

The final step in measuring the energy
spectrum is a precise determination of the ex-
posure for the observations. Above the en-
ergy for full detector efficiency, the calcula-
tion of the SD exposure is based solely on the
determination of the geometrical aperture of
the array for the corresponding zenith-angle
interval and of the observation time. The
choice of a fiducial trigger based on active
hexagons allows one to exploit the regularity of the array, and to compute the aperture simply as
the sum of the areas of all active hexagons. The calculation of the hybrid exposure is more com-
plex. It relies on a detailed time-dependent Monte Carlo (MC) simulation which exactly reproduces
the data taking conditions and includes the response of the Hybrid detector [8]. The result is an
exposure growing with shower energy above the threshold energy of 1018 eV.

A correction must be applied to the measured flux to account for the effect of the finite resolu-
tion in the energy determination, responsible for bin-to-bin event migration. For a steeply-falling
spectrum, upward movements of reconstructed energies into a given bin are not compensated by
movements from the opposite direction. The net effect is that the measured spectrum is shifted to-
wards higher energies with respect to the true one. For the hybrid measurement, this is corrected by
calculating the exposure as a function of the reconstructed energy instead of the input energy in the
MC. For the SD measurements, a forward-folding approach is applied. MC simulations are used
to generate a bin-to-bin migration matrix that accounts for all the resolution effects and physical
fluctuations in shower development. The matrix is then used to find a flux parameterisation that
fits the measured data when forward-folded, using a binned-maximum likelihood approach assum-
ing Poisson statistics. The forward-folded spectrum is finally divided by the input flux to obtain
the correction factor which is in turn applied to the measured binned spectrum to obtain the true
spectrum. This correction is slightly energy dependent but is below 15% over all of the E-range.

Here we present an update of the measurements of the energy spectrum derived from vertical
SD data sets recorded by both the 750 m and 1500 m arrays up to 31 Dec 2014, and hybrid data up
to 31 Dec 2013. Moreover, we report the spectrum derived from inclined events recorded by the
1500 m array up to 31 Dec 2013, recently published in [13]. Values of the corresponding exposures
are given in Table 1, together with other experimental parameters describing the data. Note that
the exposure for the vertical SD-750 m data set is double the value reported previously in [14].
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Highlights from the Pierre Auger Observatory Piera Luisa Ghia
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Figure 5: Left: Upper limits (red lines) to the diffuse flux of UHE neutrinos at the 90% C.L. in integrated (horizontal
lines) and differential forms. Limits are compared with cosmogenic neutrino models, the Waxman-Bahcall bound, and
limits from IceCube and ANITA. All neutrino limits and fluxes are converted to single flavor. Right: Upper limits at the
95% C.L. to the diffuse flux of UHE photons shown together with results from other experiments and predictions from
several top-down and cosmogenic photon models. For the detailed references, see Bleve’s report.

local minimum, with g ⇡ 2 and a larger maximum rigidity, more in line with standard models of
cosmic-ray acceleration. While the spectrum is fitted well in this case too, wider distributions of
UHECR masses than observed in the data are in turn predicted at each energy, showing how crucial
the measures of mass composition are to resolve the origin of the observed flux suppression.

Another knob to probe the origin of the flux suppression is the search for UHE photons and

neutrinos. Interactions between UHECRs and photons of the CMB lead to emission of cosmogenic
neutrinos and photons, whose flux is also dependent on the mass of UHECRs, being suppressed
in the case of heavy primaries. The updated status of such searches was illustrated by C. Bleve,
exploiting the 10-year SD data set. The two searches have much in common, besides their infer-
ences. Neutrino- and photon-showers can be identified through the time structure of the signals in
the WCDs: as the EAS electromagnetic component is larger than in hadronic showers, a broader
time structure is expected. As for neutrinos, this fact is exploited for events at large zenith angles
(q >60�). While for nuclear primaries the electromagnetic component gets absorbed due to the
large thickness of traversed atmosphere, for neutrino showers, which can initiate very deep in the
atmosphere, it is abundant. Downward-going neutrinos of all flavors are searched for at zenith
angles q > 60� and upward-going tau neutrinos at q > 90�. Photons are searched for in data with
zenith range 30� �60�: the lower cut ensures that photon showers at these energies are fully devel-
oped at the depth of the SD. The selection criteria are additionally based on the lateral distribution
of particles, steeper than in nuclear showers. Another common feature of the two searches is that
the cosmic-ray background is not simulated, but determined through a fraction of data used as a
“training” sample. After application of the selection criteria to data, no neutrino event survives
the selection, while 4 events survive the photon search, compatible with background expectations.
The derived upper limits to their fluxes, assuming a differential flux dN(E) = k ·E�2, are shown in
Fig. 5, left and right for neutrinos and photons, respectively. As for neutrinos, it is the first demon-
stration, made with a shower array, of a limit that is below the Waxman-Bahcall bound [18]. Both
neutrino and photon limits reach predictions (only the more optimistic ones for photons) in the case
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Auger is running smoothly  
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The Swiss clock!

Many and important results ! 8 CHAPTER 2. SCIENTIFIC ACHIEVEMENTS AND GOALS
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Figure 2.4: Depth of shower maximum, Xmax, as measured with the Pierre Auger Observatory [22].
The left panel shows the mean Xmax, and the dispersion is given in the right panel after correcting
for the reconstruction resolution. The data are compared to model predictions for proton and iron
primaries [73–76].

for a significant part of the observed UHECR flux. The bounds are reliable as the photon
flux limits in Fig. 2.3 depend only on the simulation of electromagnetic showers and, hence,
are very robust against assumptions about hadronic interactions at very high energy [59].

In addition, the flux limits already probe the predicted secondary fluxes for models in
which the suppression of the cosmic ray flux is assumed to originate entirely from the GZK
energy loss process for a proton dominated flux [50–53].

The photon flux limits have further far-reaching consequences by providing important
constraints on theories of quantum gravity involving Lorentz invariance violation (LIV), see,
for example, [60–63]. Further, identifying a single photon shower at ultra-high energy would
imply very strong limits on another set of parameters of LIV theories [64–66]. Similarly,
observing cosmogenic neutrinos would allow placing constraints on LIV in the neutrino
sector [67].

2.1.3 Depth of shower maximum

The Pierre Auger Collaboration has addressed the challenge of determining the composition
of UHECRs by measuring the depth of shower maximum Xmax [22,23], the muon production
depth [68], and rise-time asymmetry of the shower disk at ground level [69]. Out of these
observables, the Xmax measurement using fluorescence telescopes is currently the one with
the smallest systematic uncertainties and the most direct link to the mass distribution of the
primary particles [70–72]. The mean depth of shower maximum and the fluctuations mea-
sured by the shower-to-shower variation of Xmax, which are a superposition of fluctuations
of showers of a given primary and differences due to different primary particles, are shown
in Fig. 2.4 together with model predictions for proton and iron primaries. The data of the
fluorescence telescopes cover energies up to the suppression range with good statistics. The
last data point represents all events with E > 3⇥1019 eV.
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for a significant part of the observed UHECR flux. The bounds are reliable as the photon
flux limits in Fig. 2.3 depend only on the simulation of electromagnetic showers and, hence,
are very robust against assumptions about hadronic interactions at very high energy [59].

In addition, the flux limits already probe the predicted secondary fluxes for models in
which the suppression of the cosmic ray flux is assumed to originate entirely from the GZK
energy loss process for a proton dominated flux [50–53].

The photon flux limits have further far-reaching consequences by providing important
constraints on theories of quantum gravity involving Lorentz invariance violation (LIV), see,
for example, [60–63]. Further, identifying a single photon shower at ultra-high energy would
imply very strong limits on another set of parameters of LIV theories [64–66]. Similarly,
observing cosmogenic neutrinos would allow placing constraints on LIV in the neutrino
sector [67].

2.1.3 Depth of shower maximum

The Pierre Auger Collaboration has addressed the challenge of determining the composition
of UHECRs by measuring the depth of shower maximum Xmax [22,23], the muon production
depth [68], and rise-time asymmetry of the shower disk at ground level [69]. Out of these
observables, the Xmax measurement using fluorescence telescopes is currently the one with
the smallest systematic uncertainties and the most direct link to the mass distribution of the
primary particles [70–72]. The mean depth of shower maximum and the fluctuations mea-
sured by the shower-to-shower variation of Xmax, which are a superposition of fluctuations
of showers of a given primary and differences due to different primary particles, are shown
in Fig. 2.4 together with model predictions for proton and iron primaries. The data of the
fluorescence telescopes cover energies up to the suppression range with good statistics. The
last data point represents all events with E > 3⇥1019 eV.

hlnNμi ¼ hlnNμip þ ð1 − βÞhlnAi ð10Þ

β ¼ 1 −
hlnNμiFe − hlnNμip

ln 56
: ð11Þ

Since Nμ ∝ Rμ, we can replace lnNμ by lnRμ. The same
can be done in Eq. (2), which also holds for averages due to
the linearity of differentiation.
We estimate the systematic uncertainty of the approxi-

mate Heitler model by computing β from Eq. (11), and
alternatively from dhlnRμip=d ln E and dhlnRμiFe=d ln E .
The three values would be identical if the Heitler model was
accurate. Based on the small deviations, we estimate
σsys½β& ¼ 0.02. By propagating the systematic uncertainty
of β, we arrive at a small systematic uncertainty for the
predicted logarithmic muon content of σsys½hlnRμi& < 0.02.
With Eqs. (9)–(10), we convert the measured mean depth

hXmaxi into a prediction of the mean logarithmic muon
content hlnRμi at θ ¼ 67° for each hadronic interaction
model. The relationship between hXmaxi and hlnRμi can be
represented by a line, which is illustrated in Fig. 5. The
Auger measurements at 1019 eV are also shown. The
discrepancy between data and model predictions is shown
by a lack of overlap of the data point with any of the
model lines.
The model predictions of hlnRμi and dhlnRμi=d ln E

are summarized and compared to our measurement in
Figs. 6–7, respectively. For QGSJETII-03, QGSJETII-04,
and EPOS LHC, we use estimated hlnAi data from
Ref. [40]. Since QGSJET01 has not been included in that
reference, we compute hlnAi using Eq. (9) [4] from the

latest hXmaxi data [40]. The systematic uncertainty of
the hlnRμi predictions is derived by propagating the sys-
tematic uncertainty of hlnAi [' 0.03ðsysÞ], combined with
the systematic uncertainty of the Heitler model [' 0.02ðsysÞ].
The predicted logarithmic gain dhlnRμi=d ln E is calculated
through Eq. (2), while d lnA=d ln E is obtained from
a straight line fit to hlnAi data points between 4× 1018

and 5 × 1019 eV. The systematic uncertainty of the
dhlnRμi=d ln E predictions is derived by varying the fitted
line within the systematic uncertainty of the hlnAi data
[' 0.02ðsysÞ], and by varying β within its systematic
uncertainty in Eq. (2) [' 0.005ðsysÞ].
The four hadronic interaction models fall short in

matching our measurement of the mean logarithmic muon
content hlnRμi. QGSJETII-04 and EPOS LHC have been
updated after the first LHC data. The discrepancy is smaller
for these models, and EPOS LHC performs slightly better
than QGSJETII-04. Yet none of the models is covered by
the total uncertainty interval. The minimum deviation is
1.4σ. To reproduce the higher signal intensity in data, the
mean muon number around 1019 eV in simulations would
have to be increased by 30 to 80%½þ17

−20ðsysÞ%&. If on the
other hand the predictions of the latest models were close
to the truth, the Auger energy scale would have to be
increased by a similar factor to reach agreement. Without a
self-consistent description of air shower observables, con-
clusions about the mass composition from the measured
absolute muon content remain tentative.

FIG. 5 (color online). Average logarithmic muon content
hlnRμi (this study) as a function of the average shower depth
hXmaxi (obtained by interpolating binned data from Ref. [40]) at
1019 eV. Model predictions are obtained from showers simulated
at θ ¼ 67°. The predictions for proton and iron showers are
directly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

FIG. 6 (color online). Comparison of the mean logarithmic
muon content hlnRμi at 1019 eV obtained from Auger data with
model predictions for proton and iron showers simulated at
θ ¼ 67°, and for such mixed showers with a mean logarithmic
mass that matches the mean shower depth hXmaxi measured by
the FD. Brackets indicate systematic uncertainties. Dotted lines
show the interval obtained by adding systematic and statistical
uncertainties in quadrature. The statistical uncertainties for proton
and iron showers are negligible and suppressed for clarity.
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Figure 2: Left: The four energy spectra derived from SD and hybrid data. Right: The combined energy spectrum, fitted
with a flux model (see text). As in the left panel, only statistical uncertainties are shown and the upper limits correspond
to 84% confidence level (C.L.).

mentary to one another, with respect to their origin. In this section the suite of reports presented by
the Auger Collaboration on these topics is highlighted all together, in an attempt to underline their
reciprocal relation in deriving inferences on UHECRs.

The measurement of the flux of UHECRs has been one of the first results of Auger [8].
Two spectral features have been established beyond doubt: the hardening in the spectrum at about
5⇥1018 eV (the so-called ankle), and a strong suppression of the flux at the highest energies, start-
ing at about 4⇥1019 eV. The all-particle flux of cosmic rays presented by I. Valiño is an update
of this measurement, based on an exposure now larger than 50000 km2 sr yr and on ⇠ 200000
events. Combining four independent spectra (see Fig. 2, left) from the two different SDs (and two
data sets from the SD-1500 m, vertical and horizontal events) and from hybrid events, the mea-
surement is emblematic of the power of using multiple detectors. Data from the SD-750 m allow
for the determination of the energy spectrum down to 1017 eV. The SD-1500 m vertical data are
crucial above the energy of full trigger efficiency of 3⇥1018 up to the highest energies, with hor-
izontal events contributing above 4⇥1018 eV and providing an independent measurement in this
energy range. Hybrid data bridge those from the two SDs, between 1018 eV and 1019.6 eV. The four
spectra, in agreement within uncertainties, are combined into a unique one shown in Fig. 2, right
panel, taking into account the systematics of the individual measurements. The evident features are
quantified by fitting a model that describes the spectrum with two power laws around the ankle, the
second of which includes a smooth suppression at the highest energies. The ankle is found to be at
Eankle = (4.8±0.1±0.8)⇥1018 eV. The spectral slope below the ankle is g1 = 3.29±0.02±0.05,
and above the ankle is g2 = 2.60 ± 0.02 ± 0.10. The energy at which the differential flux falls to
one-half of the value of the power-law extrapolation is Es = (42.1 ± 1.7 ± 7.6)⇥1018 eV. In each
case the precision of the measurements is now limited by the systematic uncertainty.

The origin of the very precisely determined features in the all-particle spectrum has been ad-
dressed by the Collaboration in parallel, likewise for many years [9], through the measurement

of the depth of the shower maximum, Xmax, one of the most robust mass-sensitive EAS observ-
ables. The measurement, relying on hybrid data, has been recently updated in [10]: it has also
been presented by A. Porcelli, and extended for the first time to cover the whole energy range of
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Figure 5: Left: Upper limits (red lines) to the diffuse flux of UHE neutrinos at the 90% C.L. in integrated (horizontal
lines) and differential forms. Limits are compared with cosmogenic neutrino models, the Waxman-Bahcall bound, and
limits from IceCube and ANITA. All neutrino limits and fluxes are converted to single flavor. Right: Upper limits at the
95% C.L. to the diffuse flux of UHE photons shown together with results from other experiments and predictions from
several top-down and cosmogenic photon models. For the detailed references, see Bleve’s report.

local minimum, with g ⇡ 2 and a larger maximum rigidity, more in line with standard models of
cosmic-ray acceleration. While the spectrum is fitted well in this case too, wider distributions of
UHECR masses than observed in the data are in turn predicted at each energy, showing how crucial
the measures of mass composition are to resolve the origin of the observed flux suppression.

Another knob to probe the origin of the flux suppression is the search for UHE photons and

neutrinos. Interactions between UHECRs and photons of the CMB lead to emission of cosmogenic
neutrinos and photons, whose flux is also dependent on the mass of UHECRs, being suppressed
in the case of heavy primaries. The updated status of such searches was illustrated by C. Bleve,
exploiting the 10-year SD data set. The two searches have much in common, besides their infer-
ences. Neutrino- and photon-showers can be identified through the time structure of the signals in
the WCDs: as the EAS electromagnetic component is larger than in hadronic showers, a broader
time structure is expected. As for neutrinos, this fact is exploited for events at large zenith angles
(q >60�). While for nuclear primaries the electromagnetic component gets absorbed due to the
large thickness of traversed atmosphere, for neutrino showers, which can initiate very deep in the
atmosphere, it is abundant. Downward-going neutrinos of all flavors are searched for at zenith
angles q > 60� and upward-going tau neutrinos at q > 90�. Photons are searched for in data with
zenith range 30� �60�: the lower cut ensures that photon showers at these energies are fully devel-
oped at the depth of the SD. The selection criteria are additionally based on the lateral distribution
of particles, steeper than in nuclear showers. Another common feature of the two searches is that
the cosmic-ray background is not simulated, but determined through a fraction of data used as a
“training” sample. After application of the selection criteria to data, no neutrino event survives
the selection, while 4 events survive the photon search, compatible with background expectations.
The derived upper limits to their fluxes, assuming a differential flux dN(E) = k ·E�2, are shown in
Fig. 5, left and right for neutrinos and photons, respectively. As for neutrinos, it is the first demon-
stration, made with a shower array, of a limit that is below the Waxman-Bahcall bound [18]. Both
neutrino and photon limits reach predictions (only the more optimistic ones for photons) in the case
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Figure 9: Left: The sp�air measurement compared to previous data and model predictions. Right: 90% C.L. upper
limits on the flux of ultra-relativistic IMM, compared to those from other experiments. For detailed references see
Ulrich’s and Fujii’s reports, respectively.

is extragalactic, gradually taking over a Galactic one. The low level of anisotropy would then be
the sum of two vectors with opposite directions, naturally reducing the amplitudes. This is an
intriguing possibility, to be explored with additional data.

Similarly intriguing is the indication of a departure from isotropy above 8 EeV, where the
total amplitude of the dipole is found to be 0.073 ± 0.015 pointing to (a,d ) = (95� ±13�,�39� ±
13�). This finding is robust assuming that the flux of cosmic rays is either purely dipolar or a
combination of only dipolar and quadripolar (see also [28]). Assumptions on the shape of the
angular distribution can be avoided by analyzing it over the full sky. This has been done through a
spherical harmonic analysis of Auger and Telescope Array data [29] and shown in the presentation
from O. Deligny. No deviation from isotropy at discovery level is found at any multipoles. The
largest deviation from isotropy, with a p-value of 5⇥10�3, occurs for the dipolar moment. The
amplitude, 0.065 ± 0.019, and the direction, (a,d ) = (93� ± 24�,�46� ± 18�), are in agreement
with those found with Auger-only data. The sky maps of the fluxes in equatorial coordinates,
shown in Fig. 8, offer a visualization of the dipolar patterns resulting from the two analyses. Note
that I. Valiño has reported the first results on the declination dependence of the energy spectrum.
While the comparison of sub-spectra in four declination bands does not show any dependence on
d , the ratio of flux from the southern to the northern sky is compatible with that expected from
the dipolar-modulation observed. Such an anisotropy, if confirmed with additional data, might be
reflective of the diffusive propagation of UHECRs in the extragalactic magnetic fields and/or of the
inhomogenoeus distribution of the sources in our neighborhood. The observed dipolar amplitudes
would in particular correspond to expectations in the case of heavier nuclei [30, 31], suggested too
by the inferences on mass composition drawn from Xmax data.

4. Beyond ultra-high energy cosmic rays

Besides studies of UHECRs, the Collaboration has presented a series of contributions that are
complementary to those both in terms of reach and of energy. On the one hand, UHECRs reach
energies that are far higher than any Earth-based accelerator will ever achieve, so that they represent
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Figure 6: Left: Map in Galactic coordinates of the significances of excesses in 12�-radius windows for the events
with E � 54 EeV. The super-Galactic plane (dashed line) and Cen A (white star) are indicated. Right: Map in Galactic
coordinates showing the arrival directions of the IceCube cascades (plus signs) and high-energy tracks (crosses), and of
the UHECRs detected by Auger (circles) and Telescope Array (triangles). The dashed line indicates the super-Galactic
plane.

of a pure proton composition at the sources. Neutrino limits in particular disfavor strong-evolution
sources producing protons only. The photon limits are also compared to the fluxes expected in the
case of top-down models of UHECR production, e.g., from the decay of super-heavy relic particles
from the early Universe: they appear to be clearly disfavored, suggesting acceleration mechanisms
for the sources of UHECRs.

If the sources are astrophysical, they should be relatively close, due to the energy losses of
UHECRs in the propagation through the CMB. The distribution of the arrival directions of UHE-
CRs above 40 EeV might thus be anisotropic, mirroring the inhomogeneous distribution of the
nearby (O(100 Mpc)) extragalactic matter, provided that the cosmic-ray charge is low. For protons
above that energy the angular deflections caused by intervening magnetic fields are indeed expected
to be of the order of a few degrees, while they are Z times larger in the case of nuclei with atomic
number Z. In this respect, the search for anisotropy at small and intermediate angular scale at
the highest energies is complementary to the spectrum and mass measurements, and is the subject
of the contribution presented by J. Aublin, summarizing the work of [19]. It exploits 602 events
with energy above 40 EeV, collected in 10 years of data, corresponding to an exposure2 of 66452
km2 sr yr and a field of view from �90� to +45� in declination. The dataset is subjected to various
tests to search for anisotropies, at different energy thresholds, up to 80 EeV, and within different
angular windows, between 1� and 30�. They consider, on the one hand, the study of “intrinsic”
anisotropies through the search for excesses of events over the exposed sky and the analysis of the
autocorrelation of arrival directions. On the other hand, correlations are searched for with known
astrophysical structures, such as the Galactic and super-Galactic planes, the Galactic centre, and
with objects that are considered plausible candidates for UHECR sources. Flux-limited catalogs of
galaxies (2MRS [20]), of AGNs observed in X-rays (Swift BAT-70 [21]) and of radio galaxies with
jets [22] are considered. The cross-correlation with the three sets of objects is done by selecting
them up to different maximum distances, i.e., based on their apparent luminosity. In the case of the
AGNs in the Swift and radio-galaxy catalogs an additional scan is performed on the measured in-

2Given the large multiplicity of triggered detectors (on average, more than 14) at the energies considered, less
stringent fiducial criteria (yielding a larger exposure) are used than for the measurement of the flux.
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A. Schulz et al. Energy spectrum measured at the Pierre Auger Observatory
33RD INTERNATIONAL COSMIC RAY CONFERENCE, RIO DE JANEIRO 2013

Figure 5: The combined energy spectrum of UHECRs as mea-
sured at the Pierre Auger Observatory. The numbers give the total
number of events inside each bin. The last three arrows represent
upper limits at 84% C.L.

Parameter Result (±sstat ±ssys)

log10(Ea/eV) 18.72±0.01±0.02
g1 3.23±0.01±0.07
g2 2.63±0.02±0.04
log10(E1/2/eV) 19.63±0.01±0.01
log10 Wc 0.15±0.01±0.02

Table 2: Parameters, with statistical and systematic uncertainties,
of the model describing the combined energy spectrum measured
at the Pierre Auger Observatory.
brid spectrum down by 6%. Compared to the previous pub-
lication, the precision in determining the spectral index be-
low the ankle has increased significantly, mainly due to the
addition of the 750 m array. We report a slightly flatter spec-
trum below the ankle (now: 3.23±0.01 (stat) ±0.07 (sys),
previous publication: 3.27± 0.02) and an increase of Ea
(now: 18.72± 0.01 (stat) ± 0.02 (sys), previous publica-
tion: 18.61±0.01) [22]. The large systematic uncertainties
in g1 are dominated by the uncertainty of the resolution
model used for correcting the measured flux. At the same
time, the uncertainty in the energy scale of 14% is propa-
gated into the final result.

The combined energy spectrum is compared to fluxes
from three astrophysical scenarios in Fig. 6. Shown are
models assuming pure proton or iron composition. The
fluxes result from different assumptions of the spectral index
b of the source injection spectrum and the source evolution
parameter m. The model lines have been calculated using
CRPropa [30] and validated with SimProp [31].

5 Summary

The flux of cosmic rays above 3⇥1017 eV has been mea-
sured at the Pierre Auger Observatory combining data from
surface and fluorescence detectors. The spectral features are
determined with unprecedented statistical precision. The
fitted parameters are compatible with previous results given
the change in the energy scale. There is an overall uncer-
tainty of the revised energy scale of 14% [23]. Current re-
sults from Xmax measurements and an interpretation of the
measurements concerning mass composition are presented
in [28, 29]. The spectrum as measured with the SD 750 m
array is presented in more detail at this conference in [9].
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Figure 6: The combined energy spectrum compared to energy
spectra from different astrophysical scenarios (see text).
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GZK or the exhaustion of sources ???

Composition is the key to disentangle the two scenarios!
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Auger 2019 – energy spectrum

The presence of the inflection point strongly constrains proton single models …
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Auger 2019 – composition fit - energy spectrum
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Figure 12: Xmax distributions for di↵erent energy intervals.
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<Xmax> and RMS(Xmax)

A clear change above 3 1018 eV
54
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Mass composition
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fluorescence telescope data (15%  duty cycle)

Composition could be explained by disintegration of ~ C or Si nuclei, very 
hard energy spectrum at injection favored ( ~ E-1 ) ...

Auger, preliminary
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Auger 2019 – <Xmax> data 
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Auger 2019 – <Xmax> FD and SD data  
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Auger 2019 – <Xmax> FD and SD data  
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Derived UHE Proton+Proton Cross Section

Inelastic proton-proton cross section

Extended Glauber conversion with inelastic screening + propagation of modeling uncertainties
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Results, �inel
pp in mb

Lower energy point
76.95±5.4(stat)+5.2/-7.2(syst)±7(glauber)
at

p
spp = 38.7 ± 2.5TeV

Higher energy point
85.62±5(stat)+5.5/-7.4(syst)±7.1(glauber)
at

p
spp = 55.5 ± 3.6TeV

(Model uncertainties may be underestimated, since there are other theoretical models available for the conversion)

Ralf Ulrich for the Pierre Auger Collaboration 13

R. Ulrich for the Pierre Auger Coll., Proc. 34th ICRC, arXiv:1509.03732
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FIG. 3. The contributions of di↵erent components to the
average signal as a function of zenith angle, for stations at
1 km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJet-II-04.

events for a given shower is smaller than the shower-to-
shower fluctuations in real events. More than 107 showers
must be simulated to create the analysis library of well-
fitting simulated showers for the 411 hybrid events of the
dataset. A high-quality fit to the LP is found for all
events, for at least one primary type.

QUANTIFYING THE DISCREPANCY

The history of all muons and EM particles (e± and �’s)
reaching the ground is tracked during simulation, follow-
ing the description in [23]. Most muons come from ⇡± or
K decay and most EM particles from ⇡0 decay. The por-
tion of EM particles that are produced by muons through
decay or radiative processes, and by low-energy ⇡0’s, are
attributed to the hadronic signal, Shad; muons that are
produced through photoproduction are attributed to the
electromagnetic signal, SEM . The relative importance
of the di↵erent components varies with zenith angle, as
illustrated in Fig. 3. Once SEM and Shad are known
for a given shower i, with assumed primary mass j, the
rescaled simulated S(1000) can be written as:

Sresc(RE , Rhad)i,j ⌘ RE SEM,i,j+Rhad R↵
E Shad,i,j . (1)

The linear scaling of the EM contribution with RE is
obvious, as is the factor Rhad for the hadronic contribu-
tion. The factor R↵

E reflects the fact that the hadronic
signal increases slower than linearly with energy, since
higher energy events require more stages in the shower
cascade before the pions have low enough energy to decay
to muons rather than re-interact, and at each stage, en-
ergy is removed from the hadronic cascade. The value of
↵ is a prediction of the HEG and depends also on mass;
in practice both EPOS and QGSJet-II simulations find
↵ ⇡ 0.9, relatively independently of composition [24]. We

TABLE I. RE and Rhad with statistical and systematic un-
certainties, for QGSJet-II-04 and EPOS-LHC.

Model RE Rhad

QII-04 p 1.09± 0.08± 0.09 1.59± 0.17± 0.09
QII-04 Mixed 1.00± 0.08± 0.11 1.61± 0.18± 0.11

EPOS p 1.04± 0.08± 0.08 1.45± 0.16± 0.08
EPOS Mixed 1.00± 0.07± 0.08 1.33± 0.13± 0.09

investigated the sensitivity of our conclusions to the pos-
sibility that ↵ predicted by the models is incorrect, and
find its potential e↵ect is small enough to be ignored for
the present analysis [25].

The best fit values of RE and Rhad are determined
by maximizing the likelihood function

Q
i Pi, where the

index i runs over each event in the data set and the con-
tribution of the ith event is

Pi =
X

j

pj (Xmax,i)q
2⇡�2

i,j

exp

"
� (Sresc(RE , Rhad)i,j � S(1000)i)

2

2 �2
i,j

#
.

(2)
The index j labels the di↵erent possible primaries (p, He,
N and Fe), and pj (Xmax,i) is the prior on the probability
that an event with Xmax,i has mass j, given the mass
fractions fj in the interval 1019±0.2 eV (see [8] for the fit
to the observed Xmax distribution for each HEG):

pj(Xmax) = fj Pj(Xmax) / ⌃jfj Pj(Xmax), (3)

where Pj(Xmax) is the probability density of observing
Xmax for primary type j, for the given HEG. The
variance entering Equation (2) includes (a) measurement
uncertainty of typically 12%, from the uncertainty in
the reconstruction of S(1000), the calorimetric energy
measurement, and the uncertainty in the Xmax scale, as
well as (b) the variance in the ground signals of showers
with matching LPs due to shower-to-shower fluctuations
(ranging from typically 16% for proton-initiated showers
to 5% for iron-initiated showers) and (c) the uncertainty
in separating Sµ and SEM in the simulation, and from
the limited statistics of having only three simulated
events (typically 10% for proton-initiated showers and
4% for iron-initated showers).

RESULTS AND DISCUSSION

Table I gives the values of RE and Rhad which max-
imize the likelihood of the observed ground signals, for
the various combinations of HEGs and compositions con-
sidered. The systematic uncertainties in the reconstruc-
tion of Xmax, EFD and S(1000) are propagated through
the analysis by shifting the reconstructed central val-
ues by their one-sigma systematic uncertainties. Fig. 4
shows the one-sigma statistical uncertainty ellipses in the
RE�Rhad plane; the outer boundaries of propagating the
systematic errors are shown by the grey rectangles.
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FIG. 4. Best-fit values of RE and Rhad for QGSJet-II-04 and
EPOS-LHC, for pure proton (solid circle/square) and mixed
composition (open circle/square). The ellipses and grey boxes
show the 1-� statistical and systematic uncertainties.

The values of Rhad needed in the models are compara-
ble to the corresponding muon excess detected in highly-
inclined air showers [7], as is expected because at high
zenith angle the non-hadronic contribution to the sig-
nal (shown with red curves in Fig. 3) is much smaller
than the hadronic contribution. However the two anal-
yses are not equivalent because a muon excess in an
inclined air shower is indistinguishable from an energy
rescaling, whereas in the present analysis the systematic
uncertainty of the overall energy calibration enters only
as a higher-order e↵ect. Thus the significance of the
discrepancy between data and model prediction is now
more compelling, growing from 1.38 (1.77) sigma to 2.1
(2.9) sigma respectively for EPOS-LHC (QGSJet II-04),
adding statistical and systematic errors from Fig. 6 of
[7] and Table I, in quadrature.

The signal deficit is smallest (the best-fit Rhad is the
closest to unity) with EPOS-LHC and mixed composi-
tion. This is because, for a given mass, the muon signal
is ⇡ 15% larger for EPOS-LHC than QGSJet-II-04 [27],
and in addition the mean primary mass is larger when the
Xmax data is interpreted with EPOS than with QGSJet-
II [9].

Within the event ensemble used in this study, there
is no evidence of a larger event-to-event variance in the
ground signal for fixed Xmax than predicted by the cur-
rent models. This means that the muon shortfall cannot
be attributed to an exotic phenomenon producing a very
large muon signal in only a fraction of events, such as
could be the case if micro-black holes were being pro-
duced at a much-larger-than-expected rate [28, 29].

SUMMARY

We have introduced a new method to study hadronic
interactions at ultrahigh energies, which minimizes re-
liance on the absolute energy determination and improves
precision by exploiting the information in individual hy-

brid events. We applied it to hybrid showers of the Pierre
Auger Observatory with energies 6-16 EeV (ECM = 110
to 170 TeV) and zenith angle 0�60�, to quantify the dis-
parity between state-of-the-art hadronic interaction mod-
eling and observed UHECR atmospheric air showers. We
considered the simplest possible characterization of the
model discrepancies, namely an overall rescaling of the
hadronic shower, Rhad, and we allow for a possible over-
all energy calibration rescaling, RE .

No energy rescaling is needed: RE = 1.00 ± 0.10 for
the mixed composition fit with EPOS-LHC, and RE =
1.00± 0.14 for QGSJet II-04, adding systematic and sta-
tistical errors in quadrature. This uncertainty on RE is
of the same order of magnitude as the 14% systematic
uncertainty of the energy calibration [14].

We find, however, that the observed hadronic signal
in these UHECR air showers is significantly larger than
predicted by models tuned to fit accelerator data. The
best case, EPOS-LHC with mixed composition, requires
a hadronic rescaling of Rhad = 1.33±0.16 (statistical and
systematic uncertainties combined in quadrature), while
for QGSJet II-04, Rhad = 1.61±0.21. It is not yet known
whether this discrepancy can be explained by some in-
correctly modeled features of hadron collisions, possibly
even at low energy, or may be indicative of the onset of
some new phenomenon in hadronic interactions at ultra-
high energy. Proposals of the first type include a higher
level of production of baryons [27] or vector mesons [30]
(see [31] for a recent review of the many constraints to
be satisfied), while proposals for possible new physics are
discussed in [26, 29, 32].

The nature of the discrepancy between models and Na-
ture can be elucidated by extending the present analysis
to the entire hybrid dataset above 1018.5 eV, to deter-
mine the energy dependence of RE and Rhad. In addi-
tion, the event-by-event analysis introduced here can be
generalized to include other observables with complemen-
tary sensitivity to hadronic physics and composition, e.g.,
Muon Production Depth [33], Risetime [34] and slope of
the LDF.

AugerPrime, the anticipated upgrade of the Pierre
Auger Observatory [35], will significantly improve our
ability to investigate hadronic interactions at ultrahigh
energies, by separately measuring the muon and EM com-
ponents of the ground signal.
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FIG. 3. The contributions of di↵erent components to the
average signal as a function of zenith angle, for stations at
1 km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJet-II-04.

events for a given shower is smaller than the shower-to-
shower fluctuations in real events. More than 107 showers
must be simulated to create the analysis library of well-
fitting simulated showers for the 411 hybrid events of the
dataset. A high-quality fit to the LP is found for all
events, for at least one primary type.

QUANTIFYING THE DISCREPANCY

The history of all muons and EM particles (e± and �’s)
reaching the ground is tracked during simulation, follow-
ing the description in [23]. Most muons come from ⇡± or
K decay and most EM particles from ⇡0 decay. The por-
tion of EM particles that are produced by muons through
decay or radiative processes, and by low-energy ⇡0’s, are
attributed to the hadronic signal, Shad; muons that are
produced through photoproduction are attributed to the
electromagnetic signal, SEM . The relative importance
of the di↵erent components varies with zenith angle, as
illustrated in Fig. 3. Once SEM and Shad are known
for a given shower i, with assumed primary mass j, the
rescaled simulated S(1000) can be written as:

Sresc(RE , Rhad)i,j ⌘ RE SEM,i,j+Rhad R↵
E Shad,i,j . (1)

The linear scaling of the EM contribution with RE is
obvious, as is the factor Rhad for the hadronic contribu-
tion. The factor R↵

E reflects the fact that the hadronic
signal increases slower than linearly with energy, since
higher energy events require more stages in the shower
cascade before the pions have low enough energy to decay
to muons rather than re-interact, and at each stage, en-
ergy is removed from the hadronic cascade. The value of
↵ is a prediction of the HEG and depends also on mass;
in practice both EPOS and QGSJet-II simulations find
↵ ⇡ 0.9, relatively independently of composition [24]. We

TABLE I. RE and Rhad with statistical and systematic un-
certainties, for QGSJet-II-04 and EPOS-LHC.

Model RE Rhad

QII-04 p 1.09± 0.08± 0.09 1.59± 0.17± 0.09
QII-04 Mixed 1.00± 0.08± 0.11 1.61± 0.18± 0.11

EPOS p 1.04± 0.08± 0.08 1.45± 0.16± 0.08
EPOS Mixed 1.00± 0.07± 0.08 1.33± 0.13± 0.09

investigated the sensitivity of our conclusions to the pos-
sibility that ↵ predicted by the models is incorrect, and
find its potential e↵ect is small enough to be ignored for
the present analysis [25].

The best fit values of RE and Rhad are determined
by maximizing the likelihood function

Q
i Pi, where the

index i runs over each event in the data set and the con-
tribution of the ith event is

Pi =
X

j

pj (Xmax,i)q
2⇡�2

i,j

exp

"
� (Sresc(RE , Rhad)i,j � S(1000)i)

2

2 �2
i,j

#
.

(2)
The index j labels the di↵erent possible primaries (p, He,
N and Fe), and pj (Xmax,i) is the prior on the probability
that an event with Xmax,i has mass j, given the mass
fractions fj in the interval 1019±0.2 eV (see [8] for the fit
to the observed Xmax distribution for each HEG):

pj(Xmax) = fj Pj(Xmax) / ⌃jfj Pj(Xmax), (3)

where Pj(Xmax) is the probability density of observing
Xmax for primary type j, for the given HEG. The
variance entering Equation (2) includes (a) measurement
uncertainty of typically 12%, from the uncertainty in
the reconstruction of S(1000), the calorimetric energy
measurement, and the uncertainty in the Xmax scale, as
well as (b) the variance in the ground signals of showers
with matching LPs due to shower-to-shower fluctuations
(ranging from typically 16% for proton-initiated showers
to 5% for iron-initiated showers) and (c) the uncertainty
in separating Sµ and SEM in the simulation, and from
the limited statistics of having only three simulated
events (typically 10% for proton-initiated showers and
4% for iron-initated showers).

RESULTS AND DISCUSSION

Table I gives the values of RE and Rhad which max-
imize the likelihood of the observed ground signals, for
the various combinations of HEGs and compositions con-
sidered. The systematic uncertainties in the reconstruc-
tion of Xmax, EFD and S(1000) are propagated through
the analysis by shifting the reconstructed central val-
ues by their one-sigma systematic uncertainties. Fig. 4
shows the one-sigma statistical uncertainty ellipses in the
RE�Rhad plane; the outer boundaries of propagating the
systematic errors are shown by the grey rectangles.
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Extensive air showers with zenith angles exceeding 62°
are characterized at the ground by the dominance of
secondary energetic muons, since the electromagnetic
component has been largely absorbed in the large atmos-
pheric depth crossed by the shower. Such inclined showers
provide a direct measurement of the muon number at the
ground [14]. The muon number in less inclined air showers
has also been explored [15,16], but the measurement is in
this case complicated by the need to separate the electro-
magnetic and the muonic signals in surface detectors. The
unique features of showers around 60° zenith angle further
led to the derivation of the muon production depth from the
arrival times of signals in the SD [17], which is another
powerful observable to study the mass composition and
hadronic interaction models.
We measure the muon number in inclined air showers

using the relative scale factor N19 which relates the
observed muon densities at the ground to the average
muon density profile of simulated proton-induced air
showers of fixed energy 1019 eV. This approach follows
from developments that have been introduced to recon-
struct inclined showers, taking into account the rich spatial
structure of the muon distributions at the ground. The scale
factor N19 is independent of the zenith angle and details of
the location of the observatory [18,19] and can be also used
as an estimator of the muon number. These developments
led to the first limit on the fraction of cosmic photons in the
EeVenergy range [20] and to an independent measurement
of the energy spectrum of cosmic rays [21].

II. RECONSTRUCTION OF THE
MUON NUMBER

Inclined showers generate asymmetric and elongated
signal patterns in the SD array with narrow pulses in time,
typical for a muonic shower front. Events are selected by
demanding space-time coincidences of the signals of
triggered surface detectors which must be consistent with
the arrival of a shower front [10,22]. After event selection,
the arrival direction ðθ;ϕÞ of the cosmic ray is determined
from the arrival times of this front at the triggered stations
by fitting a model of the shower front propagation. The
achieved angular resolution is better than 0.6° above
4 × 1018 eV [23].
Once the shower direction is established, we model the

muon density ρμ at the ground point ~r as

ρμð~rÞ ¼ N19ρμ;19ð~r; θ;ϕÞ; ð3Þ

where ρμ;19 is the parametrized ground density for a proton
shower simulated at 1019 eV with the hadronic interaction
model QGSJETII-03 [24]. An example is given in Fig. 1. It
was shown in detailed studies [25,26] that the attenuation
and shape of ρμ;19 depend very weakly on the cosmic-ray
energy E and mass A for showers with θ > 60°, so the
factorization in Eq. (3) is a good approximation for showers

above 1018 eV. It was also shown that the lateral shape
of ρμ;19 is consistently reproduced by different hadronic
interaction models and air shower simulation codes. The
lateral shape at the ground is mainly determined by
hadronic interactions at beam energies of up to a few
hundred GeV, in which models are constrained by data
from fixed target experiments. The strong zenith angle
dependence is factorized out into ρμ;19 in Eq. (3), so that the
scale factor N19 at a given zenith angle is a relative measure
of the produced number of muons Nμ, addressed in Eq. (1).
The scale factor N19 is inferred from measured signals

with a maximum-likelihood method based on a probabi-
listic model of the detector response to muon hits obtained
from GEANT4 [27] simulations with the Auger Offline
software framework [28]. A residual electromagnetic signal
component is taken into account based on model predic-
tions (typically amounting to 20% of the muon signal) [29].
The procedure is described in full detail in Ref. [30].
The reconstruction approach was validated in an end-

to-end test with three sets of simulated events. The first set
consists of 100,000 proton and 100,000 iron showers
generated with AIRES [31], using QGSJET01 [32].
Showers following an E−2.6 energy spectrum and an
isotropic angular distribution were simulated at a relative
thinning of 10−6. The second (third) set consists of 12,000
proton and 12,000 iron showers generated using CORSIKA

[33], with QGSJETII-04 [34] (EPOS LHC [35]), with the
same thinning and angular distribution and an E−1 energy
spectrum. Showers have subsequently undergone a full
simulation of the detector, with random placement of
impact points in the SD array. Simulated and real events
were reconstructed with the same procedure.

FIG. 1. Expected number of muon hits per SD station as
predicted by the reference profile ρμ;19, for θ ¼ 80° and ϕ ¼ 0°, in
cylindrical coordinates around the shower axis. The radial density
roughly follows a power law in any given direction. The
quadrupole structure is generated by charge separation in Earth’s
magnetic field. The weaker dipole structure is caused by
projection effects and muon attenuation. Early (late) arriving
particles are on the right (left) side in this projection.
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hlnRμi numerically based on our fitted model of the
intrinsic fluctuations:

hlnRμið1019 eVÞ ¼
Z

∞

0
lnRμN ðRμÞdRμ

¼ 0.601 $ 0.016þ 0.167
−0.201ðsysÞ; ð8Þ

where N ðRμÞ is a Gaussian with mean hRμi and spread
σ½Rμ' as obtained from the fit. The deviation of hlnRμi from
lnhRμi is only 2% so that the conversion does not lead to a
noticeable increase in the systematic uncertainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, or for
a dependence on the zenith angle or the distance of the
shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ ¼ 67° with the
hadronic interaction models QGSJETII-04 and EPOS
LHC is shown in Fig. 4. The ratio hRμi=ðE=1019 eVÞ
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number. We
compute the ratio from Eq. (4) (line), and alternatively by a
binwise averaging of the original data (data points). The

two ways of computing the ratio are visually in good
agreement, despite minor bin-to-bin migration effects that
bias the binwise method. The fitting approach we used for
the data analysis avoids the migration bias by design.
Proton and iron showers are well separated, which

illustrates the power of hRμi as a composition estimator.
A caveat is the large systematic uncertainty on the absolute
scale of the measurement, which is mainly inherited from
the energy scale [38]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
hadronic interaction models around and above energies of
1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the data

is the high abundance of muons in the data. The measured
muon number is higher than in pure iron showers, sug-
gesting contributions of even heavier elements. This
interpretation is not in agreement with studies based on
the depth of shower maximum [40], which show an average
logarithmic mass hlnAi between proton and iron in this
energy range. We note that our data points can be moved
between the proton and iron predictions by shifting them
within the systematic uncertainties, but wewill demonstrate
that this does not completely resolve the discrepancy. The
logarithmic gain dhlnRμi=d lnE of the data is also large
compared to proton or iron showers. This suggests a
transition from lighter to heavier elements that is also seen
in the evolution of the average depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth hXmaxi of
the shower maximum. A valid hadronic interaction model
has to describe all air shower observables consistently. We
have recently published the mean logarithmic mass hlnAi
derived from the measured average depth of the shower
maximum hXmaxi [40]. We can therefore make predictions
for the mean logarithmic muon content hlnRμi based on
these hlnAi data, and compare them directly to our
measurement.
We consider QGSJET01, QGSJETII-03, QGSJETII-04,

and EPOS LHC for this comparison. The relation of hXmaxi
and hlnAi at a given energy E for these models is in good
agreement with the prediction from the generalized Heitler
model of hadronic air showers,

hXmaxi ¼ hXmaxip þ fEhlnAi; ð9Þ

where hXmaxip is the average depth of the shower maxi-
mum for proton showers at the given energy and fE an
energy-dependent parameter [4,41]. The parameters
hXmaxip and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by

substituting Nμ;p ¼ ðE=ξcÞβ and computing the average
logarithm of the muon number

FIG. 4 (color online). Average muon content hRμi per shower
energy E as a function of the shower energy E in double
logarithmic scale. Our data is shown bin by bin (circles) together
with the fit discussed in the previous section (line). Square
brackets indicate the systematic uncertainty of the measurement;
the diagonal offsets represent the correlated effect of systematic
shifts in the energy scale. The grey band indicates the statistical
uncertainty of the fitted line. Shown for comparison are theo-
retical curves for proton and iron showers simulated at θ ¼ 67°
(dotted and dashed lines). Black triangles at the bottom show the
energy bin edges. The binning was adjusted by an algorithm to
obtain equal numbers of events per bin.
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hlnNμi ¼ hlnNμip þ ð1 − βÞhlnAi ð10Þ

β ¼ 1 −
hlnNμiFe − hlnNμip

ln 56
: ð11Þ

Since Nμ ∝ Rμ, we can replace lnNμ by lnRμ. The same
can be done in Eq. (2), which also holds for averages due to
the linearity of differentiation.
We estimate the systematic uncertainty of the approxi-

mate Heitler model by computing β from Eq. (11), and
alternatively from dhlnRμip=d ln E and dhlnRμiFe=d ln E .
The three values would be identical if the Heitler model was
accurate. Based on the small deviations, we estimate
σsys½β& ¼ 0.02. By propagating the systematic uncertainty
of β, we arrive at a small systematic uncertainty for the
predicted logarithmic muon content of σsys½hlnRμi& < 0.02.
With Eqs. (9)–(10), we convert the measured mean depth

hXmaxi into a prediction of the mean logarithmic muon
content hlnRμi at θ ¼ 67° for each hadronic interaction
model. The relationship between hXmaxi and hlnRμi can be
represented by a line, which is illustrated in Fig. 5. The
Auger measurements at 1019 eV are also shown. The
discrepancy between data and model predictions is shown
by a lack of overlap of the data point with any of the
model lines.
The model predictions of hlnRμi and dhlnRμi=d ln E

are summarized and compared to our measurement in
Figs. 6–7, respectively. For QGSJETII-03, QGSJETII-04,
and EPOS LHC, we use estimated hlnAi data from
Ref. [40]. Since QGSJET01 has not been included in that
reference, we compute hlnAi using Eq. (9) [4] from the

latest hXmaxi data [40]. The systematic uncertainty of
the hlnRμi predictions is derived by propagating the sys-
tematic uncertainty of hlnAi [' 0.03ðsysÞ], combined with
the systematic uncertainty of the Heitler model [' 0.02ðsysÞ].
The predicted logarithmic gain dhlnRμi=d ln E is calculated
through Eq. (2), while d lnA=d ln E is obtained from
a straight line fit to hlnAi data points between 4× 1018

and 5 × 1019 eV. The systematic uncertainty of the
dhlnRμi=d ln E predictions is derived by varying the fitted
line within the systematic uncertainty of the hlnAi data
[' 0.02ðsysÞ], and by varying β within its systematic
uncertainty in Eq. (2) [' 0.005ðsysÞ].
The four hadronic interaction models fall short in

matching our measurement of the mean logarithmic muon
content hlnRμi. QGSJETII-04 and EPOS LHC have been
updated after the first LHC data. The discrepancy is smaller
for these models, and EPOS LHC performs slightly better
than QGSJETII-04. Yet none of the models is covered by
the total uncertainty interval. The minimum deviation is
1.4σ. To reproduce the higher signal intensity in data, the
mean muon number around 1019 eV in simulations would
have to be increased by 30 to 80%½þ17

−20ðsysÞ%&. If on the
other hand the predictions of the latest models were close
to the truth, the Auger energy scale would have to be
increased by a similar factor to reach agreement. Without a
self-consistent description of air shower observables, con-
clusions about the mass composition from the measured
absolute muon content remain tentative.

FIG. 5 (color online). Average logarithmic muon content
hlnRμi (this study) as a function of the average shower depth
hXmaxi (obtained by interpolating binned data from Ref. [40]) at
1019 eV. Model predictions are obtained from showers simulated
at θ ¼ 67°. The predictions for proton and iron showers are
directly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

FIG. 6 (color online). Comparison of the mean logarithmic
muon content hlnRμi at 1019 eV obtained from Auger data with
model predictions for proton and iron showers simulated at
θ ¼ 67°, and for such mixed showers with a mean logarithmic
mass that matches the mean shower depth hXmaxi measured by
the FD. Brackets indicate systematic uncertainties. Dotted lines
show the interval obtained by adding systematic and statistical
uncertainties in quadrature. The statistical uncertainties for proton
and iron showers are negligible and suppressed for clarity.
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Muon Production Depth (MPD) L. Cazon, R.A. Vazquez, A.A. Watson,  E. Zas, 
Astropart.Phys.21:71-86 (2004)                               
L.Cazon, PhD Thesis (USC 2005)

64
t tt



z

Muon Production Depth (MPD)

Reconstruct the MPD from
the measured time traces at
each SD detectors

L. Cazon, R.A. Vazquez, A.A. Watson,  E. Zas, 
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– “Primary cosmic Ray Identification 
through Muons and Electrons”

– Two complementary detectors:
• Scintillator on top of the tank: 

signal dominated by e.m. 
component

• WCD sensitive to e.m. + muons

– The goal:
• Enhance primary identification 
• Improve shower description
• Reduce systematic uncertainties

Auger Prime
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Proton cross-section

Slightly lower than it was expected at 
the time by most of the models, but 
in good agreement with recent LHC 
data.

If  % p > 20%,   % He < 25%

Measurement of the UHE Proton+Air Cross
Section
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Figure 2.27: Principle of the Xmax-distribution decomposition method. The Xmax-distribution results
from the convolution of the distributions of X1 and DX1, where DX1 = Xmax � X1.

kX = Lobs/lp�air. The found dependence of kX on a changing multiplicity as well as cross sec-
tion has never been taken into account by any air shower based cross section measurement.

Xmax-RMS method. For a short time it was believed that the proton-air cross section can be
obtained just from the measurement of Xmax-fluctuations [115, 116]. In fact, the fluctuations
are depending on the cross section, but nowadays it is well known that the RMS of the Xmax-
distribution does mostly reflect the primary composition of cosmic rays. As a matter of fact,
it is the best handle we currently have to learn about the primary mass composition. Only
the extremely doubtful assumption of a pure proton cosmic ray composition may allow a
measurement of the cross section this way.

Unfolding of the Xmax-distribution. A real improvement of the cross section measure-
ment techniques was proposed by taking the air shower fluctuations more explicity into
account [109]. This allows us to use not only the slope but more of the shape of the Xmax-
distribution, by at the same time restricting the analysis to a range in Xmax, where the pos-
sible contribution from primaries other than protons is minimal. The ansatz unfolds the
measured Xmax-distribution (2.14), by using a given DX1-distribution to retrieve the original
X1-distribution (see Figure 2.27). The HiRes Collaboration claimed model independence of
the used DX1-distribution, leading to a model independent result for the cross section.

Indeed, this would have been a major step forward, since all the previous techniques
are heavily depending on air shower Monte Carlo simulations and are therefore implicitly
model dependent. Of course also the DX1-distribution can not be accessed by observations,
but has to be inferred entirely from simulations. Recently this triggered a discussion about
the general shape and model dependence of the DX1-distribution [117]. Ultimately this in-
troduces a comparable amount of model dependence, as in the k-factor techniques (see Fig-
ure 2.28, left). This is a natural consequence of the fact that all air shower based analysis
techniques are based on expression (2.14) in one or the other way.

Figure 2.28 (left) visualizes the dependence of the DX1-distribution on hadronic inter-
action models. The DX1-distribution, which mostly reflects the shower startup phase, is
strongly depending on the parameters of the hadronic interaction models, like the cross
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Unbinned likelihood analysis
Data corrected for detector acceptance ! Can be used directly by theorists
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Measurement of the UHE Proton+Air Cross
Section

Proton-air cross section

log Energy [E/eV]
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Results, �p�air in mb

Lower energy point
457.5±17.8(stat)+19/-25(syst)

Higher energy point
485.8±15.8(stat)+19/-25(syst)
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P-air

Derived UHE Proton+Proton Cross Section

Inelastic proton-proton cross section

Extended Glauber conversion with inelastic screening + propagation of modeling uncertainties
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Results, �inel
pp in mb

Lower energy point
76.95±5.4(stat)+5.2/-7.2(syst)±7(glauber)
at

p
spp = 38.7 ± 2.5TeV

Higher energy point
85.62±5(stat)+5.5/-7.4(syst)±7.1(glauber)
at

p
spp = 55.5 ± 3.6TeV

(Model uncertainties may be underestimated, since there are other theoretical models available for the conversion)
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P- P

85



86

Galaxies with D < 45  Mpc
(2MASS catalog) 

Hot/Warm spots
TA and Auger: over-densities ~20° size


