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Performance of a high-throughput tracking 
processor implemented on Stratix-V FPGA
Federico Lazzari      Università di Pisa  &  INFN Sezione di Pisa

• Mathematically related to
   “Hough transform”[2]

• Map tracks parameters space into an
   matrix of cells

• In hadronic colliders at high luminosity (>1034 cm−2s−1) a
   heavy flavor particle will be produced at every beam crossing
• It is not possible to trigger events efficiently using simple
   parameters
• It is necessary to reconstruct high quality tracks at beam
   crossing rate (30 MHz @ LHC) 
 

WHY - Tracking at very high rate HOW - The "Artificial Retina" Architecture[1]

FUNCTIONAL PROTOTYPE

 

 

HIGH-SPEED PROTOTYPE

RESULTS

• High event rate
   > 30 MHz with occupancy < 0.5%[5]

• Very low latency, < 500 ns

• Multi-board implementation with optical fibers
   has the same event rate as single-device
   configuration

• This tracking processor has been included in the
   recent LHCb Expression of Interest for future
   upgrades presented to LHCC[6]

 

TRACKER CONFIGURATION[3]
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• Generic tracker with 6 layers
• Single coordinate layers (x silicon strip)
• Layers grouped in 3 stations
• Track parameters: first and last layer
   coordinate
• Typical number of track @ LHCb SciFi: 200[4]

• Number of cells in the parameters space: 80k
• Occupancy (track/cell): 0.25%

Data flow from Detector

Custom Switch delivers hits only to
appropriate cells

For each cell, the corresponding
Engine performs a weighted sum of
hits near the track trajectory

Parameters are obtained interpolating
responses of nearby cells

Engines work in a fully parallel way

Track are forwarded to DAQ system

• 5 Altera Stratix III FPGA
• 200K LE per FPGA
• Maximum clock 350 MHz
 

• 2 Altera Stratix V FPGA
• 952K LE per FPGA
• Maximum clock 650 MHz
• 48 external 12.5 Gbps
   serial lines per FPGA

Two boards connected
with LVDS lines
• Demonstrate system
   functionality

FPGAs connected
with LVDS lines
• Test performances
   improvement after
   porting to newer FPGAs

Single FPGA design
• Measure the maximum
   reachable event rate 

FPGAs connected with optical fibers
• Demonstrate the possibility of multi-board
   implementation 
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