
FEI4 Registers - transitions cross sections
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Measurement of the SEU transition cross-section for the various FE investigated
Only reported for the latches most important for DAQ operations
The output enable s0 has not been calculated as not enough 0s are stored in this
latch for an accurate computation
The 0! 1 transition appears to be larger with respect to the 1!0 transition for all
the front-ends investigated.
No considerable latch-by-latch dependence is observed on these latches

16 / 21

Alexandre Rozanov (Aix Marseille Univ, CNRS/IN2P3, CPPM, Marseille, France),                 
on behalf of the ATLAS Collaboration 
  

•  LHC delivered in 2015/2018 total of 98 fb-1 integrated 
luminosity to ATLAS for 13 TeV pp collisions. 

•  Maximum of 2.14 1034 cm-2 s-1  peak stable beam 
luminosity. 

•  Up to 0.77 fb-1  luminosity delivered per LHC fill. 
•  Pixel detector operated at extremely high-radiation 

environment, in particular Insertable B-Layer (IBL) at 
R=3.3 cm. 

•  IBL pixel front end chip FE-I4-B in 130 nm technology 
was designed with Single Event Upset (SEU) hard 
configuration memory. 

•  Inside the pixels Dual Interlocked Cell (DICE) latches 
were used. 

    Single Event Upsets (SEU)  
in the ATLAS IBL Front End ASICs 

FEI4 - DICE Latches and global configuration

FE configuration memory is stored in
Dual Interlocked CElls (DICE)
SEU tolerant memory
X1-X4 store data as 2 pairs of
complementary values
If, for example, X1 0 ! 1, MP2 (MN3) is
blocked avoiding perturbation to X2
(X3)
If X1 and X3 are upset, then memory is
corrupted

Global Configuration

32 16-bit words (512 bits total)

Control general operation of the chip

Triple DICE latches redundancy

SEU-hardness measured in
CERN-2008-008, JINST 8 C02026,
FE-I4B Manual.
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Abstract 
Latches based on the Dual Interlocked storage Cell or 

DICE are very tolerant to Single Event Upsets (SEU). 
However, for highly scaled processes where the sizes continue 
to decrease, the data in this latch can be corrupted by an SEU 
due to charge sharing between adjacent nodes. Some layout 
considerations are used to improve the tolerance of the DICE 
latches to SEU and especially the influence of sensitive nodes 
separation is tested for DICE latches designed with a 130 nm 
process. 

I. INTRODUCTION 
The requirement for total dose tolerance for the ATLAS 

pixel detector has been estimated to 50 Mrad. Because of this 
high level of irradiation, the performance of the innermost 
layer of ATLAS pixel detector, the so-called b-layer, will start 
degrading after 2-3 years of LHC working. So, it is proposed 
to upgrade the b-layer detector. For this purpose, 
improvement in the electronic design of the pixel front end is 
under study and development using the 130 nm process [4]. 

At the time of the b-layer replacement, the level of 
radiation will be 3 times higher than at the start of the LHC. 
The total dose is estimated to reach 150 to 200 MRad and 
peak fluencies are close to 1x108 particles/cm²/sec. 

In principle, the commercial 130 nm process used to 
design the front end chip is less sensitive than older process 
generations to the effect of the total ionizing dose and 
irradiation tests made on individual devices are very 
promising. 

However, we have to consider carefully the SEU for this 
highly scaled process. In fact, the device dimensions are small 
and the capacitance of storage nodes becomes lower. The 
supply voltage needed is low (1.0 V to 1.4 V for the 130 nm 
process). The critical charge needed to provoke an upset 
becomes lower than in older processes and digital designs 
become less tolerant against SEU. 

Traditional flip flops are not suitable to be used in the 
b-layer environment. D flip flops based on the dual 
interlocked cell (DICE) latches have redundant storage nodes 
and restore the cell original state when an SEU error is 
introduced in a single node [5]. The probability that multiple 
nodes are affected by an upset is low, making the DICE latch 
less sensitive to SEU. However, as the device size shrinks, the 

space between critical nodes is reduced. The redundancy 
becomes less efficient because of the charge sharing between 
sensitive nodes of the DICE latch. For this reason, some 
hardened by design (HBD) approaches are used to reduce the 
effect of charge sharing. 

A 130 nm test chip has been designed in order to study the 
effect of some layout techniques on the tolerance to SEU. 
Layout considerations are based on spatial separation of 
critical nodes, isolation techniques like isolated wells and 
guard rings and cell interleaving. Some prototype layout 
structures have been investigated in order to develop some 
rules to follow in the new design of the front end IC 
developed for the b-layer replacement. 

II. DICE LATCH STRUCTURE UNDER TEST 

A. DICE Structure 
The DICE latch structure is shown in Figure 1. It is based 

on the conventional cross coupled inverter latch structure. The 
4 nodes X1 to X4 store data as 2 pairs of complementary 
values. 
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Figure 1: DICE latch structure 

For example, when the stored data are 0 then X1-X2-X3-
X4 = 0101 and particularly X1 is low and X4 is high. If we 
assume a positive upset pulse on the node X1, the transistor 
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Figure 26: Diagram of the CNFGMEM block.
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Figure 27: Triple redundant structure for storing each bit.

Fig. 27. A majority logic voting circuit is implemented in each cell to determine the effective output
data. This the data bit is corrupted only when more than one latch is upset. During the write cycle,
the global WE signal is activated and the selection line Li corresponding to the bit i is activated1060

through the address word. In this case the load signal (loadi) is activated. Each DICE cell has its
own load signal to avoid corrupting the three latches if a transient upset occurs in the preceding
combinatorial logic. The DICE latch structure is shown in Fig. 28 and consists of cross-coupled
inverters. The 4 nodes (n1 to n4) store data as 2 pairs of complementary values. For example, when
the stored bit is 0 then n1,n2,n3,n4 = 0101. If we assume a positive upset pulse on the node n1,1065

the transistor MP2 is blocked avoiding the propagation of this perturbation to the node n2. At the
same time the transistor MN4 will propagate a negative pulse to the node n4 blocking MN3 and
avoiding n3 level corruption. The perturbation is then removed after the upset transient since the

v2.3 48
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•  DICE latches have redundant storage nodes and 
restore the cell original state when an SEU error is 
induced in a single node. 

•  Cross coupled inverter latch structure with four 
nodes (X1-X4) stores data in two pairs of 
complementary values. 

•  If positive upset pulse on X1, than transistor MP2 
is blocked, avoiding propagation of this 
perturbation to node X2. 

•  The SEU immunity is lost if two sensitive nodes 
(for example X1-X3) change the state by single 
particle impact. 

•  The tolerance to SEU is increased by Hardened 
By Design (HBD) approach: spatial separation of 
critical nodes, isolated wells, guard rings and 
interleaving of cells. 

•  Global configuration memory is further protected 
by triple DICE latches with addition of simple 
majority logic. 

FE-I4 global configuration

Global configuration is composed by 32
words of 16 bits - 512 bits
Triple redundancy of the SEU-hard DICE
latches
Single DICE latch bit flips are signalled
by error counter
Measurement of the SEUs achieved by
test beam with normally incident 24 GeV
GeV protons
Cross section: 2⇥10�16cm2.
Refs: CERN-2008-008, JINST 8 C02026,
FE-I4B Manual
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MP1 MP2 MP3 MP4 

n1 n2 n3 n4 

MN1 MN2 MN3 MN4 

load 

inb 

outb 

load 

out 

in 

Figure 28: Single DICE latch structure.

nodes n2 and n3 have conserved the right information. However, if two sensitive nodes of the cell
storing the same logic state (n1 and n3) or (n2 and n4) change state due to the effect of a single1070

particle impact, the immunity is lost and the DICE latch can be upset. For this reason, special
layout rules are followed to physically separate sensitive nodes as shown in Fig. 29. An enclosed
layout nMOS transistor is used to achieve a wide gate with reduced diffusion area, which reduces
the upset probability (the charge deposited by an ionizing particle is collected by the diffusion and
translated to a voltage by the gate capacitance).1075

Figure 29: Special layout used to enhance tolerance of DICE latches.

4.10 EFUSE

The EFUSE block consists of a bank of triple redundant RAM of the same design as the CNFG-

v2.3 49
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FEI4 Registers - Decoupled readback
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Read back of the time-evolution of pixels in an initial definite state, which follows
(3) and, in linear approx, (4)
Two read-back before beam presence and after beam dump for planars and
intermediate point for 3Ds
Observed s0 > s1, compatible with increase of noisy pixels, while with output
enable flips within module by module fluctuations
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•  Pixel local configuration: 13 bits/pixel: Enable, TDAC 
(thresholds 5 bits), FDAC (feed back current 4 bits), 
HitBus, Injection Caps (2 bits). 

•  SEU DICE cross-section measured for FE-I4-A in the 24 
GeV proton test beam is 1.1 10-15 cm-2  (enable bit,        
0 ->1 transition). 

•  Hadron flow at IBL predicted by PYTHIA/FLUKA 
simulation tuned to ATLAS data:  92.5 1011 cm-2/fb-1 

hadrons with E>20 MeV at planar modules. 
•  Expect 274 pixels/fb-1/chip SEU flips of Enable bit 0->1 
•  Enable bit SEU flip 1->0 : “Quiet” pixel. 
•  2016: no auto-reconfiguration, linear rise of quiet pixels.    

•  Global Registers (GR) corruption has big impact on 
module operation: change of the low voltage 
consumption, silent modules, desynchronized modules. 

•  Refreshing of the GR during Event Counter Reset (ECR, 
ATLAS wide common signal to reset the event counters) 
signals restore proper function of the module. 

   

Global Registers SEU effects

Global Registers corruption has large
impact on the correct module operation
The Low Voltage (LV) current
consumption and the Hits per Event per
Pixel per Front-End show both a drop is
often observed when a front end global
configuration gets corrupted
The LV measurement has only 4 FEs
granularity
Corrective actions (re-send of global
configuration) taken at the event
counter reset signal (ECR) restores the
proper function of the module
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Test beam 

•  2017: auto-reconfiguration actions drops  the number of 
quiet pixels in the middle of the fill.    

•  TDAC MSB SEU flip 0->1 : “Noisy” pixels .   

Test beam 

Test beam 

•  Correlation of noisy pixels with initial TDAC value. 
•  Low TDAC values correspond to high thresholds. 
•  Biggest fraction of the noise happens after SEU flip 

0->1 of MSB of TDAC, which sharply reduces the 
pixel threshold and increases the noise. 

•  ATLAS Pixel detector with IBL at R=3.3 cm efficiently 
operates at high luminosity  with expected SEUs. 

•  Global configuration SEUs mitigated by refreshing the 
memory during ECR every 5 seconds without dead time. 

•  Local pixel memory SEUs in the enable bit and 1->0 
transitions in TDAC and FDAC are consistent with test 
beam results. 

•  SEUs with 0->1 transitions in local TDAC and FDAC are 
five times higher than test beam results. Probably due to 
Single Event Transients(SET) glitches. 

•  Plans to introduce the gradual refreshing of Local pixel 
configuration during ECR in 2018. 

•  Test with four 3D modules with all Enable bits set to “0”. 
During LHC fills some bits are fliped by SEU to “1”.   

•  TDAC bit#2 transitions 0->1 are more frequent than 1->0 
transitions when measured with read back method. 

•  Variation of SEU in the modules along the stave for 
“Enable”, “TDAC MSB” and “FDAC MSB” bits with 
read back method. 

•  Transitions “1->0” are consistent with test beam 
results, transitions “0->1” are factor of five higher.  

Test beam 

Test beam 

Test beam 

Output enable bit flip

The output enable bit flip with
integrated luminosity, which corresponds
to a 0 ! 1 transition was checked
disabling all pixels of some 3D modules
at the beginning of a LHC fill
The number of pixels that fire at the
passage of a charged particle indicate a
SEU-induced flip of hit-enable DICE
latch
The neighbouring sensor is used to find
a period of time such that the
probability of non-illuminating a
SEU-enabled pixel is < 10�6

Fraction of enabled pixels increases with
integrated luminosty
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