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DS20K Trigger & Daq Tasks 
•  Two detectors  (TPC and Neutron Veto) 

Ø  Possibility for an expansion with on outer muon veto 
•  Digitization of the the 8280 PDM analog signals for the TPC 

Ø  possibly reduced number if channel sum is implemented 
Ø  Include on-board hit discrimination algorithm (filter) and preliminary S1/S2 

discrimination  
•  Digitization of the ~3000 channel for neutron veto… 
•  Development of a software trigger farm able to digest the raw data 

rate produced by the TPC and Veto 
Ø  Online reconstruction and selection of events 
Ø  Online monitoring  
Ø  Data logging 

•  Development of an online software framework for DAQ/Run Control/
Slow Control  

•  Eventually development and installation of a counting room to host 
digitizer/trigger farm/power supplies etc. 

•  Regular meeting time: Thursday 6 pm LNGS time 
Ø  https://fnal.zoom.us/j/7707626441 
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Rate Estimates 
 
•  Three sources considered: 39Ar decays; surface 

background due to radiogenic background; SiPM 
noise rate: 
Ø 39Ar activity in AAr is 1 Bq/Kg,  UAr depletion is 

assumed to be 1400 as in DS50, scaling with mass (40 
active Ton vs 50 Kg)  
² Expect 30 Hz from 39Ar (notice no Kr contamination is 

expected after Aria purification) 
Ø Scaling the residual Bkg rate with the ratio of DS20K to 

DS50 surfaces (>60), overly conservative: 
² Low background design adopted, impact of radioactivity 

in materials closer to the Uar target should be tiny… 
Ø Negligible trigger rate from noise from simulation 

•  Assume 50 Hz as typical trigger rate in the 
following 

•  Pile-up expected in >10 % of the triggers 
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Simulation/S1 and S2 

•  In the DM region of interest S1 signal inducess less than 1 pe per 
readout channel (PDM) distributed flat in space 

•  S2 signal nicely localized in few channels, simplified photon 
counting algorithm provide sub-cm xy resolution, PDM signal 
saturate at around 50 pe pileup, special attention shall be 
devoted to study/mitigate saturation effects 
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FIG. 81. Arrival time of S1 (Left) and S2 (Right) in DarkSide-20k, resulting from a complete simulation of the
detector, electronics, and DAQ.
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FIG. 82. Hit Maps for the bottom plane of a typical S1 signal (Left) and for the top plane of the S2 signal (Right).

employs TDCs to produce “hits”, the second one6306

uses ADCs to sample the analogical waveforms in a6307

temporal window, thus giving the charge. The ADC6308

simulation uses 12 bits digitization; the SPE (single6309

photo-electron) response is set to have on average an6310

amplitude of 6 bits, leaving the other 6 free to have a6311

dynamic range of 64 PE. Hits carry the arrival time6312

information, performing well in the estimation of the6313

S1 prompt fraction of light, while ADC sampled sig-6314

nals are needed to measure the number of photons6315

for S2 signals due to the high occupancy of the read-6316

out channels in this case. Events in the simulation6317

are uniformly distributed in the LAr volume, with6318

the 39Ar energy spectrum for electron recoils and a6319

power law spectrum for 40Ar nuclear recoils. The6320

time structure of S1 and S2 signals can be seen in6321

Fig. 81. Typical hit maps are shown in Fig. 82 for6322

both S1 and S2 signals. After a fiducial cut of 5 cm6323

from the top and bottom planes of the SiPMs in the6324

TPC volume no saturation is observed for either S16325

or S2 signals.6326

In the energy region relevant for dark matter6327

searches, the great majority of detector modules6328

report at most 1 PE, hence energy can be recon-6329

structed by just counting the number of detector6330

modules above threshold in an appropriate time win-6331

dow, here set to 6 µs after a trigger given by a coinci-6332

dence of at least 7 hits in 200 ns. As shown in Fig 836333

the resulting distribution is quite narrow, thus re-6334

sulting in a good resolution up to energies of few6335

hundred of keV. Taking into account also the hit6336

multiplicity per PDM results in a good linearity for6337

S1 signal but in a slightly worse resolution. This6338

e↵ect is due to the SiPMs noise injected in the sim-6339

ulation, whose intrinsic nature spoils the hits count-6340

ing keeping relatively una↵ected the number of tiles6341

above threshold. The resolution of the S1 estima-6342

tors is between 5% and 10%, with higher values in6343

the very low energy region as shown in Fig. 83.6344

For what concerns S2 the signal sampling in a6345

fixed time window may not integrate the whole6346

charge of the pulses, whose duration can well exceed6347

the microsecond. Moreover the baseline noise fur-6348

ther degrades the resolution of the estimation. The6349

measured S2 pulse integral vs true event energy is6350

shown in Fig. 84, left panel. The simulation of the6351

DAQ described above result in the resolution in S26352

of order 10% in the relevant energy range as shown6353

in the right panel of Fig. 84.6354

In conclusion, this preliminary study demon-6355

strates that the readout and DAQ envisaged for6356

DarkSide-20k allows the reconstruction of energy6357

for both S1 and S2 signals, while the foreseen6358

timing resolution on photon detection of O(10 ns)6359

S1 S2 

4 



Simulation/S1 & S2 (YB) 

•  First simulations completed for the YB publication. Included early 
implementation of electronic noise noise (DCR, cross talk  and after 
pulses) and readout electronics (to be updated with latest numbers 
and more realism). 
Ø  S1 signal collected in 5-6 us, probability of multiple hit on a single tile very low, 

with the exception of events near cathode or anode 
•  S2 signal much slower (~20 us )  

Ø  The proposed design will be able to acquire an S2 waveform upon identification 
of a long pulse in a single tile: improve double hit resolution and S1/S2 
discrimination 
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39Ar beta decay 39Ar beta decay 



A real example (from ReD) 
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Signal from PDM 
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S/N ~3 (raw) 
Time constant ~500 ns (currently, 
may change) 
Fast pulse <1/20 of overall signal 
10-15 mV with current FEB 
<50 MHz BW  
~100 dynamic range 
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Matched Filtering

The result is a clean waveform 
symmetrical with respect to 

its max
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  DAQ report           3               14 - 6 - 17

SPE signal averaged over 
thousands traces (Template for 
DSP) 
 



Pulse Height Spectra After DSP  
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Signal acquired with a fast digitizer and processed offline 
with a cross correlation filter with τ of 400 ns 

arxiv:1706.04220  

14

Timing resolution of 24 cm2 detector after digital 
filtering

arXiv:1706:04220
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13

Energy spectrum of 24 cm2 detector after 
digital filtering
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To obtain the needed S/N and time resolution on single PE for online 
trigger purposes a DSP need to be foreseen at the digitizer board level 



S1/S2 digitization 

•  On-board algorithm to distinguish S1 from S2-like algorithm 
•  Possibly based based on Time over Threshold (e.g. S1<5 µs, S2>5 

µs) 
•  Allow raw waveform to be digitized for single PE hits and a 

reduced sampling rate digitization for S2-like signals 
•  Should time the single-PE hit with O(10 ns) resolution to allow 

low threhold 
•  A matched FIR filter is adequate  
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Figure 5.5: Left: time structure of the filtered waveform used to decide the duration of a "S1 Hit". The pre-trigger
time T

1

should be long enough to allow the estimation of the baseline. T
2

is the time over threshold of the signal.
T
3

will be long as the S1 acquisition gate. Right: time structure of a "S2 Waveform", which will be set to be 30 µs
long.

• pulse: for TOT < 5 µs the raw waveform, including a pre-trigger (T1) and a post-trigger (T3)
gate, is forwarded to the DAQ. This solution allows a more refined offline analysis; therefore,
referring to Fig. 5.5, T1 has to include enough samples to reconstruct the baseline (1 µs + 4⌧

of the filtering kernel size) while T3 allows for the signal restoration and is conveniently set
to 2 µs, which is again 4⌧ of the PDM’s signal.

• charge: for TOT > 5 µs, the raw waveform is filtered with a moving average filter implemented
by means of a Cascaded Integrator Comb filter (CIC), which requires a minimal amount of
the FPGA resources. A cutoff frequency of 100 kHz preserves photo-electrons’ charge informa-
tion while allowing a signal decimation down to 2MS/s. The downsampled waveform, whose
duration is set to 30 µs (including the pre-trigger window), is then forwarded to the DAQ.

Both algorithms are re-triggerable, which means that if before the end of the post-trigger an other
event occurs the acquisition window is extended accordingly. This solution maintains excellent
performances both for S1 and for S2: in fact for S1 in the ROI the pile-up probability is very
limited and the pulse algorithm has a very high efficiency. For the S2 the charge algorithm allows
the reconstruction of the number of photo-electrons collected by each PDM during the event.

5.3.3 DAQ

The DAQ is in charge to collect all the data from the digitizer, to perform the online event
building with a smart trigger algorithm capable of pre-scaling the events outside the ROI. Consid-
ering a 14 bit digitizer running at 100MS/s the size of a pulse-type event is 1.2kB/PDM while the
size of a charge-type one is 120B/PDM. The DAQ has to withstand to different data sources:

• DCR: considering a measured dark rate of 0.01 cps/mm2 for the selected NUV-HD-LF-MRq
SiPMs, equivalent to 25cps/PDM, the total expected rate is 130kcps.

• TPC S1 events: taking into account the numbers quoted in [5], the expected rate of back-
ground events has two major contributions: the decays from the detector materials and the
39Ar decays. The former term has been estimated using the DarkSide-50 data. Excluding the
events induced by the UAr decays and scaling the obtained rate by the surface ratio of the

103

From C. Savarese Phd thesis 
Filtered signal 



Work on Simulation 
•  New, more accurate simulation will allow 

to be tested against ReD (and then 
prototype) signals 

•  Relevant studies for DAQ/Trigger that are 
needed 
Ø Study accuracy of matched filter algorithms 

on realistic events 
Ø Study accuracy of other filter strategies more 

gentle on the FPGA resources 
Ø Study special cases to optimize data 

reduction strategies 
Ø Study S2 decimation strategies to optimize 

energy/position determination 

Astrocent meeting Jan 2019 10 
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FIG. 83. Linearity and resolution of S1 signals. (Top Left): Number of PDMs above threshold as a function of event
energy; (Top Right): Number of hits as a function of event energy; (Bottom Left): standard deviation divided
by mean for S1 obtained using PDMs above threshold; (Bottom Right): same but using the number of hits.
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FIG. 84. Linearity (Left) and resolution (Right) as a function of event energy for S2 signals.

would preserve the information needed for PSD.6360

A very preliminary algorithm for reconstruction of6361

the XY position of hits using the digitized infor-6362

mation has also shown to provide the required sub-6363

centimeter resolution needed for e�cient fiducializa-6364

tion in DarkSide-20k.6365

D. Event Builder and Software Trigger6366

Online event selection and event building in the6367

DarkSide-20k trigger is planned to be performed6368

in two steps, both of them implemented with two6369

software-based triggers, Level-0 (L0T) and Full-6370

Event (FET) triggers. L0T and FET together form6371

the High Level Software Trigger (HLST) of the6372

DarkSide-20k experiment. The event selection in6373

the HLST triggers proceeds in steps for feature ex-6374

traction (e.g., fiducialization, energy reconstruction,6375

LAr TPC and veto coincidence etc.) and trigger6376

decisions. At the end of each step the results are6377

checked against the requirements defined in trigger6378

tables. While the L0T trigger algorithm is designed6379

to implement very simple hit counting criteria within6380

predefined time-windows, similar to the ones used in6381

the hardware trigger of the DarkSide-50 experiment6382

but exploiting the advantage of the higher flexibility6383

allowed by a software based trigger, the FET trig-6384

ger attempts a full o✏ine-like event reconstruction,6385

using a version of the o✏ine reconstruction software6386
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FIG. 84. Linearity (Left) and resolution (Right) as a function of event energy for S2 signals.

would preserve the information needed for PSD.6360

A very preliminary algorithm for reconstruction of6361

the XY position of hits using the digitized infor-6362

mation has also shown to provide the required sub-6363

centimeter resolution needed for e�cient fiducializa-6364

tion in DarkSide-20k.6365

D. Event Builder and Software Trigger6366

Online event selection and event building in the6367

DarkSide-20k trigger is planned to be performed6368

in two steps, both of them implemented with two6369

software-based triggers, Level-0 (L0T) and Full-6370

Event (FET) triggers. L0T and FET together form6371

the High Level Software Trigger (HLST) of the6372

DarkSide-20k experiment. The event selection in6373

the HLST triggers proceeds in steps for feature ex-6374

traction (e.g., fiducialization, energy reconstruction,6375

LAr TPC and veto coincidence etc.) and trigger6376

decisions. At the end of each step the results are6377

checked against the requirements defined in trigger6378

tables. While the L0T trigger algorithm is designed6379

to implement very simple hit counting criteria within6380

predefined time-windows, similar to the ones used in6381

the hardware trigger of the DarkSide-50 experiment6382

but exploiting the advantage of the higher flexibility6383

allowed by a software based trigger, the FET trig-6384

ger attempts a full o✏ine-like event reconstruction,6385

using a version of the o✏ine reconstruction software6386

Simulation/S1 and S2 reco 

•  Good linearity and reasonable resolution with  
Ø  5-10% by counting PDMs above threshold (S1) (Single 

photon counting) 
Ø  20% by integrating charge with 12 bit/100 MHz and a 

dynamic range of 64 (S2)  
•  Improvement in linearity, resolution etc. need to be 

studied in the context of a “realistic” data acquisition 
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System Architecture 

ADC Ampl JESD 

FPGA 
650KLE 

ARM 
QUADCORE 

INPUTS 

EXTCLK 

mezzanines 

1/10 GbE 

DDR4 

PLL 

USB 3.0 
CONET 3 

1 GbE 

GPIO (TRG, SYNC) 

CLKOUT 

INTCLK 

DDR4 DDR4 5 GB 

CAEN board architecture 

•  Custom DSP (up to 40% of the logic 
element available total 650 KLE) 

•  Online processing (data formatting, 
monitoring, compression) also 
available on the Linux cores  
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Tech Specs 
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Tech Specs 

• Form Factor: VME 6U (1U wide) 

• ADC: 125 MSps, 14 bit 

• Analog Inputs: 64 differential, 2 Vpp, 100 ohm, no programmable DC offset 

• Input Connector: ??? 

• Clock+Sync: two 4 pin connectors (IN and OUT) with retention clip. Daisy-chainable sync bus 

• TRGIN-OUT: two LEMO connectors (NIM or TTL) 

• GPI/GPO: two LEMO connectors (NIM or TTL). Start/Stop, Busy, Veto, Tstamp reset, etc… 

• LVDS I/Os: 16 differential, 2.54 mm header. Trg Pattern, Coincidences, Ctrl signals, etc… 

• DAC out: 2 Vpp, 125 MSps. Signal inspector, majority, buffer occupancy, etc… 

• FPGA: Zync US+, Mod. XCZU11EG-L2FFVC1760E; 653K LE, 50 Mbit RAM, Embedded Quad ARM 

• Interfaces: 1 GbE, 10 GbE, VME, USB 3.0, CONET 

• Memory: DDR4 (2.5 + 2.5 GB) for PL, DDR4 (2 GB) for PS 



Detailed Block Diagram 
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Detailed FPGA Block Diagram 
Open 
FPGA 
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Existing Evaluation Board 
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Proto-­‐II    DAQ
CAEN  Hardware

Two full channels 
 
Fittingt proposed FIR filter within 
FPGA may prove difficult 
 
•  Bigger FPGA under evaluation 
•  Restructuring of CAEN 

firmware and using DDR 
memory directly  



DSP to do 
•  Need to revise algorithm to fit into predefined 

memory and space available in the FPGA à 
evaluate performance first offline 

•  May use differently the foreseen h/w 
•  Need to implement/tune S2-like algorithm 
•  Need to test using realistically simulated pulses 

and study performances 
Ø What happen for photons falling on the same tile 

within O(1 us) ? 
Ø How to tune the algorithm, what is the window of the 

digitized wf to be saved 
Ø How to set threshold ? What parameters should be set 

•  Trigger logic for a given board can be foreseen, 
useful? 
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DEAP
Midas  DAQ  

Physics

Slow  Control

Applications

Data  Logger

MIDAS DAQ s/w  
TRIUMF 
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DAQ scheme 
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HLST overview 
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110 C. E. Aalseth et al.: DarkSide-20k: An Instrumental Background-Free Direct Search for Dark Matter

Fig. 85. Schematic view of the DarkSide-20k HLST trigger system. Only the O10 crates for LAr TPC are considered
in this graph.

input from the front-end readout below 100 Hz, while the FET step will reduce the L0T rate further and
will produce several parallel output data streams (physics, monitoring, calibration, etc...)

11.4.1 HLST Hardware and Software Options

For the hardware architecture two equivalent options are envisioned and under study: a system based on
conventional commodity CPUs computing farm, or a mixed system exploit parallel processing power of
modern high-end multicore GPU based systems. In case the CPU farm solution is chosen it is foreseen to
install the HLST event selection farm in one of two racks hosting the L0T and FET processors, the local
storage and the network switch apparatus. A dedicated machine with 4 Xeon-E5-2650V3 class processors
with 10 physical cores each, 512GB RAM used as I/O bu↵er and 2 10Gbit/s ETH fiber interfaces is dedicated
to run the L0T and Event building, while 10 1U rack mountable machines with 2 Xeon-E5-2650V3 class
processors, 128GB RAM and 2 10Gbit/s ETH fiber interface and 2⇥ 1TB2 NLSAS HD storage system
will be able to sustain the reconstruction of events at o✏ine level at rates up to 400Hz. In case the GPU
solution is chosen, the entire CPU part of the system can be replaced by a NVIDIA high-end GPU rack-
mountable system, like for example the NVIDIA DGX-1 system, with 2 Intel Xeon CPUs with 512 GB
RAM and 8 Tesla P100 class boards (30720 physical cores) with 16GB HBM2 memory each, connected with
NVLink GPU to GPU bidirectional link at 10GB/s, 7TB SSD storage ad dual 10Gbit/s Ethernet interface.
Both systems will be able to fulfill the requirements needed for the DarkSide-20k HLST trigger system.
The GPU solution allows in addition to implement highly parallel techniques for S2 signal reconstruction
from the stored waveforms, for 3D reconstruction of the position of the interaction via multivariate pattern-
recognition techniques, and, if needed, for o✏ine optimal filtering of the SPE waveform to extract a precise
timing information for S1 and PSD.

L0T and FET reconstruction and event selection algorithms run inside the processing units (CPU or
GPU physical cores). Each processing unit can process events in parallel in concurrent worker-threads.
Multi-threading minimizes overheads from context-switching and avoids stalling the CPU when waiting for
requested data from the L0T/Event Builder system, or when publishing monitoring information. While this
ansatz allows for an e�cient use of multi-CPU and multi-core processor resources, it requires that all software
running in the HLST is thread-safe. This is handled by the data flow software itself, including creation and
deletion of threads and synchronization of resources. As software framework for the data flow software two
possible solution are envisaged: one based on the artdaq online software framework form Fermilab, already
used in the DarkSide-50 experiment, or, a system based on the FELIX [151] framework and the ATLAS
experiment software trigger steering software, exploiting the developments for the integration of GPU and
parallel computing systems in software trigger systems ongoing for the next phase of operations of the LHC
experiments.

~50 

HLST: Architecture

5

• serialisation: parallel data-fragments from digitisers are time-orderd and stored in one or more serial buffers 
• Level-0 (L0): simple selections are applied on data packets: 

• example:  S1-trigger: ≥N S1 hits above a given threshold in a given time window independently from S2 and/or veto  
• possible to run several selections in parallel (final decision OR of different selections): S1-trigger, S2-trigger (suited for leptophillic WIMPs), 

Veto-trigger, …) 
• event-building: data packets from TPC and Veto in the time window selected by the L0 algorithms assembled in physics events and stored in 

buffers for L1 processing 
• Level-1 (L1): offline-quality reconstruction performing data compression (compression of the waveforms replacing them with parametric 

representations), selection requirements to purify the samples, sub-divide the events in specific analysis/monitoring streams, and eventually to 
produce the offline root based data-structure that will be saved in the permanent storage. 

FIFO 1

FIFO 2

FIFO 3

FIFO N

scan  
CPUs

Memory Buffer sized to store ≥1h 
sustained full rate

HLST farm

event-building

storage

L0 L1Time-ordered 
data

TPC  
and  

VETO  
R/O 

serialisation

Sized to match 
expected latency 

Estimated that a farm with  250-300 cores of present day CPU would allow to 
process 200 ev/s, extrapolating current DS50  full offline reconstruction 
Proposed budget based on INFN typical computing cost (as of 2016)  

Note about the new design: 
System design and cost need to updated with respect to possible new veto 
design 



Evolution scheme 
•  Need to adapt MIDAS frontend to include an 

acquisition front-end handling a connection 
from one/more boards 

•  Need to include and connect within a MIDAS 
a smarter Event Builder and then an Event 
reconstruction/filtering process 

•  This has strong ties with software framework for 
Event reconstruction ! 
Ø In principle we want to have prompt online 

reconstruction for monitoring/event 
classification/logging using the same algorithm 
as in the offline 

Ø Will also greatly reduce the resource needed for 
offline 
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DS-­‐20K  DAQ  scheme  Ver 0.1

• Vertical  slice  Bot+Top sectors  per  rack

• Triggerless and  Triggered  Data  acquisition  system
• Data  Flow  simulation  studies

• Online  data  monitoring
• Semi-­offline,  offline,  data  storage  infrastructure
• Slow  control  aspect

• PDM  control/monitoring
• Light  injection,  calibration
• Vessel  monitoring

• DAQ  Timeline  and  Deliverables
• To  be  defined  by  Q3’19

• Modular  Rack  system  see  fig.

Frontend  rack

16  WFD64  slots  (1024ch.)
32  OptRec slots  (1024ch.)
1  Clock  Dist.  Slots  (1-­‐>24)
1  Trigger  I/O  (2x16)
Low  Voltage  PS  (OptReceiver)
4  Net  switches  (24ports)
3  VME  crates  (networked)
1  UPS  (Switches,  PC)
1  CDU  (nice  for  restart)
1  Rack  power  management

8..10  FE  Racks  (10Kchannels)
1          Global  DAQ  racks
1..2  Rack  Backend  PCs

DS-20k  readout rack 

Astrocent meeting Jan 2019 21 



11/18/18 H.	Wang	@	CIEMAT	Madrid	DS	GM 14

Hall-C	Entrance

Top	View	of	TPC	
in	Veto	Cryostat	

Calibration	Features	
Could	be	located	on	
the	four	corners
directly	on	TPC	

structure	for	precise	
location	fixture
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Prototype 



2019/2010 Milestone 

•  In spring 2019 we want to read-out 50 
(?) PDMs in DS-proto à MIDAS/DEAP 
like daq from TRIUMF group 

•  Later (summer 2019) we need a 
revamp of MIDAS software to use new 
digitizer board from CAEN 

•  Later in the year/spring 2010 a system 
running on the 400 channel DS-proto 
with the new board integrated 
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Proto-0 Readout 
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Hardware  Architecture

2T.  Lindner

Applications  running  on  DSPROTODAQ

Midas  frontend:  V1725  readout
Midas  data  server  (mserver)
Midas  web  server  (mhttpd)
Midas  data  logger  (mlogger)
Midas  data  monitor  (mdsproto,  root  based)

Applications  running  on  DSPROTOANA

Root
Online/Offline  data  analyzer  (root  based)
Custom  package

Clock  Dist.  Module
CDM

16

NIM  TRG  
IN

CLK

16

MCX

NIM  TRG  
IN

CLK

16

MCX

NIM  TRG  
IN

CLK

16

MCX

NIM  TRG  
IN

CLK

MCX

System:
-­ Running  Mode  :  Event-­by-­Event
-­ Up  to  64  inputs
-­ Midas  event  composed  of  data  collected  after  

global  trigger  generation.  
-­ Each  event  composed  of  4  Midas  banks  (one  per  

module)  AND  one  ChronoBox bank.

-­ Each  V1725  bank  is  composed  of  N  samples  for  
each  channels  in  ZLE  format.

-­ ChronoBox bank  composed  of  Global  trigger  
timestamp  AND  trigger  primitive  mask,  counters.

-­ HW  clock  Synchronized  across  all  4  V1725  +  
ChronoBox

-­ Timestamps  across  banks  are  checked

CLK

Bu
sy
  (N

IM
)

LVDS

4

LVDS

DSPROTODAQ
CONET

Local
Storage

Net  Switch

WLAN  Network

DSPROTOANA

Clock  sync.  option  
-­ From  CDM  (external)

Trigger
-­ ChronoBox (Top[32]  ./&  Bot[32])  
-­ Channel  Mask/Counter
-­ NIM  logic  including  Veto  (S1,  S2)

V1725@250/
14 Trg out1[15..0]

Trg out2[15..0]

Trg out3[15..0]

Trg out3[15..0]

ChronoBox

Tr
g
ou

t1
..3

[1
5.
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To  FANOUT
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PCIe A3818C
Quad  Optical  
Receivers
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14

V1725@250/
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8  pins  in  group  of  2  channels  per  module
4  Mode  2  (nRun ,  nTrigger ,  nVeto ,  nBusy)  

CLK

LVDS



“Typical” S1 waveform 
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15 PE/ch ~ 500 KeV 
Courtesy from Nicola Rossi 

DS-Proto readout cannot really be similar to DS-20k 
Worse case scenario for current setup, after pulses? 
Will need to readout  



DSP for Proto 

•  Unclear the foreseen DSP would work 
for DS-proto 

•  S1/S2 discrimination ? 
•  Should use simple waveform recording 

firmware? 
•  Data compression must be realized in 

a prototype Trigger farm that should 
be operational with the time scale of 
DS-Proto 
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VETO INTEGRATION 
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Veto DAQ ?  

•  Evolving project not yet fully finalized 

•  Will have different requirement as the 
TPC 

•  Important to have a special focus from 
now on, as the system wide 
implications & cost can be very 
relevant 
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Veto DAQ 

•  90 Ton AAr and ~3000 PDM +single channel threshold >=1 PE threshold, imply a total 
aggregate bandwidth for the VETO of 100 Gbps using current scheme! 

•  Considering two options including integrated electronics: 

•  Analog output:  many possible way out: threshold >=2 (?), downsampling of 
acquired waveform, charge and time measurement in firmware, integrated 
electronic with digital readout… need to consider further 

Ø  Specialized f/w development 

•  Fully digital output: will need to integrate a new digital data link into the 
architecture 
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NPE200	VS	NCHANNEL200
for pe_time<200 ns, 5% coverage
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SPARE 
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Expected Rates 

•  In Ds50 background rates fully 
accounted for by known sources 

•  Ds50 Trigger rate ~1.5 Hz 
Ø  Residual 39Ar in Uar target <0.7 mBq/Kg 
Ø  2/3 of rate from PMT 
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zero-field TPC photoelectron yield with UAr at the 83mKr
peak energy is ð8.1" 0.2Þ PE=keV, 2% higher than that
quoted in Ref. [6], due to small changes in the baseline
finding and pulse identification algorithms.
Figure 1 compares the UAr and AAr data of the S1 pulse

integral spectrum. A z cut (residual mass of ∼34 kg) has
been applied to remove γ-ray events from the anode and
cathode windows. Events identified as multiple scatters or
coincident with a prompt signal in the LSV have also been
removed. To compare the ER background from UAr with
that from AAr, a GEANT4 [18,19] MC simulation of the
DarkSide-50 LAr TPC, LSV, and WCV detectors was
developed. The simulation accounts for material properties,
optics, and readout noise and also includes a model for LAr
scintillation and recombination. The MC is tuned to agree
with the high statistics 39Ar data taken with AAr [6]. A
simultaneous MC fit to the S1 spectrum taken with field off
(see Fig. 6 in Appendix A), S1 spectrum with field on, and
the z-position distribution of events, determines the 39Ar
and 85Kr activities in the UAr to be ð0.73" 0.11Þ mBq=kg
and ð2.05" 0.13Þ mBq=kg, respectively. The fitted 39Ar
and 85Kr activities are also shown in Fig. 1. The uncer-
tainties in the fitted activities are dominated by systematic
uncertainties from varying fit conditions. The 39Ar
activity of the UAr corresponds to a reduction by a factor
of ð1.4" 0.2Þ × 103 relative to AAr. This is significantly
beyond the upper limit of 150 established in [12].
An independent estimate of the 85Kr decay rate in UAr is

obtained by identifying β-γ coincidences from the 0.43%
decay branch to metastable 85mRb with mean lifetime
1.46 μs. This method gives a decay rate of 85Kr via
85mRb of ð33.1" 0.9Þ events=d in agreement with the
value ð35.3" 2.2Þ events=d obtained from the known
branching ratio and the spectral fit result. The presence

of 85Kr in UAr is unexpected. We have not attempted to
remove krypton from the UAr, although cryogenic distil-
lation would likely do this very effectively. The 85Kr in UAr
could come from atmospheric leaks or from natural fission
underground, which produces 85Kr in deep underground
water reservoirs at specific activities similar to those of
39Ar [20].
As in Ref. [6], we determine the nuclear recoil energy

scale from the S1 signal using the photoelectron yield of
NRs relative to 83mKr measured in the SCENE experiment
[21,22], and the zero-field photoelectron yield for 83mKr
measured in DarkSide-50. An in situ calibration with an
AmBe source was also performed, allowing a check of the
f90 medians obtained for NRs in DarkSide-50 with those
scaled from SCENE, as shown in Fig. 2. Contamination
from inelastic or coincident electromagnetic scattering
cannot easily be removed from AmBe calibrations, so
we still derive our NR acceptance from SCENE data where
available.
High-performance neutron vetoes are necessary to

exclude NR events due to radiogenic or cosmic-ray-
produced neutrons from the WIMP search. In the AAr
exposure [6], the vetoing efficiency of the LSV was limited
to 98.5" 0.5% by dead-time considerations given the
∼150 kBq of 14C in the scintillator, resulting from the
unintended use of trimethylborate (TMB). For the UAr
data set, the LSV contains a scintillator mixture of low-
radioactivity TMB from a different supplier at 5% con-
centration by mass. As a result, the 14C activity in the LSV
scintillator is now only ∼0.3 kBq.
Neutron capture on 10B in the scintillator occurs with a

22 μs lifetime through two channels [13,23]:

FIG. 1. Live-time normalized S1 pulse integral spectra from
single-scatter events in AAr (black) and UAr (blue) taken with
200 V=cm drift field. Also shown are the 85Kr (green) and 39Ar
(orange) levels as inferred from a MC fit. Note the peak in the
lowest bin of the UAr spectrum, which is due to 37Ar from
cosmic-ray activation. The peak at ∼600 PE is due to γ-ray
Compton backscatters.

FIG. 2. f90 NR median vs S1 from a high-rate in situ AmBe
calibration (blue) and scaled from SCENE measurements (red
points). Grey points indicate the upper NR band from the AmBe
calibration and lower ER band from β-γ backgrounds. Events in
the region between the NR and ER bands are due to inelastic
scattering of high-energy neutrons, accidentals, and correlated
neutron and γ-ray emission by the AmBe source.
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the PMTs installed in DarkSide-50, but rather only
a single measurement of three R11065s from early
production batches.

For this reason, activities in the PMTs are esti-
mated by fitting a reconstructed TPC energy spec-
trum [16, 17] against spectra generated by Monte
Carlo from activities in various detector locations.
Since the actual construction materials used for the
cryostat components (stainless steel body, flanges,
nuts, bolts, pipes/feedthroughs, Viton o-ring, multi-
layer insulation) were assayed, their respective activ-
ities in the fitting process were fixed to the measured
values. The 39Ar and 85Kr in the LAr were fixed to
their values as reported in [15], with the 85Kr cor-
rected for its decay since that measurement.

The PMT activities considered are 60Co, 40K,
232Th, 235U, 238U (allowing secular equilibrium to
be broken, with 226Ra as the top of the lower chain).
The main sources of radioactivity in the PMTs are
the borosilicate glass stem at the back of the PMT,
the ceramic insulators supporting the dynodes, and
the Kovar casing. Comparing the results of assays of
the ceramic insulators, a Kovar casing, and various
models of whole R11065 PMTs, the fraction of each
activity in each PMT component was inferred, and
we fit the summed PMT activities assuming these
fractions.

The fit was done iteratively, estimating the PMT
activities by taking advantage of certain high energy
�-rays unique to some of the various decay chains.
232Th activity in the PMT is estimated first, by fit-
ting around the 2.6 MeV 208Tl peak, where the con-
tribution from the other decay chains is low. 232Th
activity is then fixed at the fitted rate, and 238U
lower chain (238U

lower

) activity is estimated by fit-
ting around its 1.76 MeV 214Bi peak, and so on.
The 235U and the 238U upper chain (238U

upper

) ac-
tivities are fitted with one free parameter to pre-
serve their natural abundance ratio. The activity
estimates from this fitting are presented in Tab. I;
the resulting energy spectrum is shown Fig. 2. We
note that leaving 85Kr and 39Ar free in the fitting
along with 235U and 238U

upper

returns significantly
di↵erent rate estimates for these four decay chains;
however, switching between the rates so-obtained
and those presented in Tab. I has no impact on the
predicted background in the WIMP search region.
Note as well that while the WIMP-search region is
far to the left in Fig. 2, Cherenkov radiation comes
from the high energy �-rays, and neutrons from the
high energy ↵’s, from the thorium and lower ura-
nium chains, fitted to the right side of the plot.

Uncertainties on the PMT background activities
are estimated by considering the uncertainty on
their corresponding measured cryostat activities. In
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FIG. 2. Measured �-ray spectrum in TPC (dark green)
with total from fit (dark blue) including cryostat activ-
ity (light blue) fixed to assayed values and fitted PMT
activities (see legend). The energy scale is the combined
S1-S2 ER energy scale (see text).

TABLE I. TPC component activities, estimated by fit-
ting 232Th

PMT

, 238Ulower

PMT

, 40K
PMT

, and 60Co
PMT

in se-
quence, followed by 235U

PMT

, 238U
upper

PMT

while 85Kr and
39Ar are fixed at their measured rates as reported in [15].
Cryostat activities (

c

) are summed across all cryostat lo-
cations, and fixed at their respective measured rates from
assays. PMT activities (

p

) are summed across all PMT
locations, and across all 38 tubes.

Source Activity [Bq] Source Activity [Bq]
232Th

p

0.277±0.005 232Th
c

0.19±0.04
40K

p

2.74±0.06 40K
c

0.16+0.02�0.05
60Co

p

0.15±0.02 60Co
c

1.4±0.1
238Ulow

p

0.84±0.03 238Ulow

c

0.378+0.04�0.1
238Uup

p

4.2±0.6 238Uup

c

1.3+0.2�0.6
235U

p

0.19±0.02 235U
c

0.045+0.007�0.02
85Kr 1.9±0.1 mBq/kg 39Ar 0.7±0.1 mBq/kg

particular, the uncertainties on 60Co, 40K, 232Th,
and 238U

lower

—the main contributors to Cherenkov
background due to their high energy �’s—are esti-
mated to be <13%.

IV. BLINDING SCHEME

We performed a blind analysis on the 532.4-
live-day data set. This means that candidate se-
lection/background rejection was designed without
knowledge of the number or properties of events in
the final search region. Blindness was imposed by
a “Blinding Module,” initially installed in darkart,
which is the only code in regular use for reading
raw TPC data. In the initial blindness scheme, used
through most of the analysis, details of two cate-
gories of events were hidden from users. The first
category consists of events with S1 and f

90

falling
within the “blinding box” defined in f

90

vs. S1,
described below, and the second category consists
of events randomly chosen with a probability of
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the PMTs installed in DarkSide-50, but rather only
a single measurement of three R11065s from early
production batches.

For this reason, activities in the PMTs are esti-
mated by fitting a reconstructed TPC energy spec-
trum [16, 17] against spectra generated by Monte
Carlo from activities in various detector locations.
Since the actual construction materials used for the
cryostat components (stainless steel body, flanges,
nuts, bolts, pipes/feedthroughs, Viton o-ring, multi-
layer insulation) were assayed, their respective activ-
ities in the fitting process were fixed to the measured
values. The 39Ar and 85Kr in the LAr were fixed to
their values as reported in [15], with the 85Kr cor-
rected for its decay since that measurement.

The PMT activities considered are 60Co, 40K,
232Th, 235U, 238U (allowing secular equilibrium to
be broken, with 226Ra as the top of the lower chain).
The main sources of radioactivity in the PMTs are
the borosilicate glass stem at the back of the PMT,
the ceramic insulators supporting the dynodes, and
the Kovar casing. Comparing the results of assays of
the ceramic insulators, a Kovar casing, and various
models of whole R11065 PMTs, the fraction of each
activity in each PMT component was inferred, and
we fit the summed PMT activities assuming these
fractions.

The fit was done iteratively, estimating the PMT
activities by taking advantage of certain high energy
�-rays unique to some of the various decay chains.
232Th activity in the PMT is estimated first, by fit-
ting around the 2.6 MeV 208Tl peak, where the con-
tribution from the other decay chains is low. 232Th
activity is then fixed at the fitted rate, and 238U
lower chain (238U

lower

) activity is estimated by fit-
ting around its 1.76 MeV 214Bi peak, and so on.
The 235U and the 238U upper chain (238U

upper

) ac-
tivities are fitted with one free parameter to pre-
serve their natural abundance ratio. The activity
estimates from this fitting are presented in Tab. I;
the resulting energy spectrum is shown Fig. 2. We
note that leaving 85Kr and 39Ar free in the fitting
along with 235U and 238U

upper

returns significantly
di↵erent rate estimates for these four decay chains;
however, switching between the rates so-obtained
and those presented in Tab. I has no impact on the
predicted background in the WIMP search region.
Note as well that while the WIMP-search region is
far to the left in Fig. 2, Cherenkov radiation comes
from the high energy �-rays, and neutrons from the
high energy ↵’s, from the thorium and lower ura-
nium chains, fitted to the right side of the plot.

Uncertainties on the PMT background activities
are estimated by considering the uncertainty on
their corresponding measured cryostat activities. In
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FIG. 2. Measured �-ray spectrum in TPC (dark green)
with total from fit (dark blue) including cryostat activ-
ity (light blue) fixed to assayed values and fitted PMT
activities (see legend). The energy scale is the combined
S1-S2 ER energy scale (see text).

TABLE I. TPC component activities, estimated by fit-
ting 232Th

PMT

, 238Ulower

PMT

, 40K
PMT

, and 60Co
PMT

in se-
quence, followed by 235U

PMT

, 238U
upper

PMT

while 85Kr and
39Ar are fixed at their measured rates as reported in [15].
Cryostat activities (

c

) are summed across all cryostat lo-
cations, and fixed at their respective measured rates from
assays. PMT activities (

p

) are summed across all PMT
locations, and across all 38 tubes.

Source Activity [Bq] Source Activity [Bq]
232Th

p

0.277±0.005 232Th
c

0.19±0.04
40K

p

2.74±0.06 40K
c

0.16+0.02�0.05
60Co

p

0.15±0.02 60Co
c

1.4±0.1
238Ulow

p

0.84±0.03 238Ulow

c

0.378+0.04�0.1
238Uup

p

4.2±0.6 238Uup

c

1.3+0.2�0.6
235U

p

0.19±0.02 235U
c

0.045+0.007�0.02
85Kr 1.9±0.1 mBq/kg 39Ar 0.7±0.1 mBq/kg

particular, the uncertainties on 60Co, 40K, 232Th,
and 238U

lower

—the main contributors to Cherenkov
background due to their high energy �’s—are esti-
mated to be <13%.

IV. BLINDING SCHEME

We performed a blind analysis on the 532.4-
live-day data set. This means that candidate se-
lection/background rejection was designed without
knowledge of the number or properties of events in
the final search region. Blindness was imposed by
a “Blinding Module,” initially installed in darkart,
which is the only code in regular use for reading
raw TPC data. In the initial blindness scheme, used
through most of the analysis, details of two cate-
gories of events were hidden from users. The first
category consists of events with S1 and f

90

falling
within the “blinding box” defined in f

90

vs. S1,
described below, and the second category consists
of events randomly chosen with a probability of



“Typical Rates including VETO 

Astrocent meeting Jan 2019 33 

Data reduction at the Event Builder  is crucial: 
Could detect physical pulses by analyzing whole TPC (discard 
DCR related hits in the quiet window between  S1 and S2, 
dominating the actual output rate 
Could/should optimally  fileter S1 waveform to extract physics 
information  
Could compress data 
Could prescale uninteresting events  

TOTAL	
  AGGREGATE	
  DATA	
  INTO	
  EVENT	
  BUILDER	
  (EB)	
  OR	
  STORAGE	
  (DISK/TAPE)	
   EB	
   DISK	
   TAPE	
  
NOISE	
  HITS	
   SIGNAL	
  HITS	
   Packet	
  Size	
   	
  	
   	
  	
   	
  	
  

Assump+on	
   Total	
  (kHz)	
   Typical	
   Total	
  (kHz)	
   (B)	
  (Gbps)	
   (MB/s)	
   (TB/day)	
  
S1	
   200	
  Hz	
  x	
  8280	
  channels	
   1656	
  500	
  Hits	
  x	
  50	
  Hz	
   25	
   1756	
   23.61	
   480.1	
   41.48	
  
S2	
   N/A	
   0	
  4000	
  Hits	
  x	
  50	
  Hz	
   200	
   506	
   0.81	
   101.2	
   8.74	
  

VETO	
   200	
  Hz	
  x	
  3000	
  channels	
   600	
  90	
  T	
  AAr	
  x	
  100	
  hits???	
   9000	
   1756	
   134.9	
   842.9	
   72.82	
  
159.3	
   1424.2	
   123.0	
  



Proposed scheme 

•  Soft Trigger task will 
oversight the 
implementation for 
event building and 
identification from the 
hit fragments in time 
slices provided by the 
DAQ,  the study and 
implementation of a 
full event 
reconstruction and 
trigger selection and 
provide a way to 
monitor online data 
with key performance 
parameters based on 
full reconstruction 
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Proposed scheme 

•  Slow Control task is 
responsible to deploy 
the hardware for 
cryogenics control 
and other key control 
checks and provide 
monitoring data to 
MIDAS though e.g. an 
OPC service interface 

•  Infrastructure 
coordination will 
need to oversight at 
control room/
electronic room 
building including all 
services and need to 
interface with the 
main infrasctructure 
group of DS20k  
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Even if.. 

•  3xdose FBK SiPM vs 1xdose NUV-HD-LF 

12

March 7, 2018

DCR vs OV for 30um cell size

- 196 C

Comparison between technologies

Project requirements

25um
30um

Project requirements

Can be attributed to the 
slightly higher gain at LN

14

March 7, 2018

AP vs OV for 30um cell size DiCT vs OV for 30um cell size

Project constraint

- 196 C

Comparison between technologies
• It is the first confirmation that 3x dose is

effective in reducing AP probability, after
out initial trial with FBK runs. 

• It is also the first time that 3x dose is
used in conjunction with LF NUV-HD 
technology.

Astrocent meeting Jan 2019 37 



DS20K DAQ Overview 
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