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REMINDER

A version of the reconstruction software (developed in the branch feature/
CusterReco2) merged to develop, implements two new features:  

1) Since all reconstruction algorithms must build Clusters from Hits, in the 
second reconstruction step


a common solution to “build clusters” is implemented in the reco base 
class and common classes for  Clusters and  Cluster Collections are 
available and centrally made persistent; 


2) PadmeReco the reconstruction main can read 
RawEvents - (input: waveforms in root format, reco. consists of 2 steps: 
raw_to_recoHits and recoHits_to_Clusters)

Events - (input recoHits; reco consists of one step: 
recoHits_to_Clusters)

MCEvent (input: MC hit/digit collections) - status to be revised
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ROOT FILE (OUTPUT OF THE RECO)
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In the tree

One branch per detector / 
Hits

One branch per detector / 
Clusters

Exception: Target that builds the 
beam profile in x and y from 
hits=charge on each strip; 
TargetBeam instead of cluster 
collection
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RECONSTRUCTION FROM RAW OR RECOHITS
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Processing rawEvent

Processing Reco(Hits)Event

To be overloaded in detector specific reconstruction

Digitizer needs a 
detector-specific 
implementation



DETECTOR SPECIFIC CODE

How to write Hit/Cluster Reconstruction for a generic PADME Detector: 

very few blocks of code to be implemented: 


HITs: 

implement DigitizerChannelXXX (in PadmeReco/RecoBase)


Clusters

Implement XXXReconstruction::BuildClusters()
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DATA PROCESSING EXERCISE - A FEW FIGURES 
Run run_0000000_20181217 about 2.5M bunches copied in Lecce (raw) and 
processed on slc6  
Raw: Size on disk 1.72 TB 

processed with padme-fw develop branch: output size 27.3 GB

average nPOT/bunch 25960 

total nPOT=6.4493e+10 no quality cuts applied 

reco job  (for each lvl1 stream-> 5 jobs) organised as follows: 


for each run 

raw file copied locally from Lecce nfs storage

run PadmeReco  (*)   real     1m44.476s 
output copied to Lecce nfs storage


executed on slc6 (Lecce nodes)

Output ready after <15h for 5 jobs lunched in parallel
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(*) from local installation 
of padme-fw / develop 
branch

Processing rawEvent



DATA PROCESSING EXERCISE - A FEW FIGURES 
Run run_0000000_20181217 about 2.5M bunches copied in Lecce (raw) and 
processed on slc6 


RawToRecoHit jobs (processing 10k events in a single job)

** PadmeReco MAIN after recoIO init.   SZ= 143 Mb 	 Time = 0.17 s          	
DeltaM = 2.8 Mb 	 Delta T =0.05 s

** PadmeReco MAIN after Reconstruction init. SZ= 149 Mb Time = 0.33 s       
DeltaM = 6.2 Mb	 Delta T =0.16 s

** PadmeReco MAIN after first event  SZ= 196.5 Mb 	  Time = 0.48 s  	  
DeltaM = 47.7 Mb 	  Delta T =0.22 s (for n=2000 events)

** PadmeReco MAIN after event loop  SZ= 236 Mb 	  Time = 2089 s 	  
DeltaM in the loop = 396.4 Mb 	  Delta T =209 s Events processed = 2000 

AVERAGE mem leak/event SZ= 19.8 Kb/event;                               
average total_cpuTime/event = 105 ms (does not include initialization) 
Good ! HOWEVER 

running on more events … 
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Processing rawEvent



DATA PROCESSING EXERCISE - A FEW FIGURES 
from the log 
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=== Read raw event in position 2400 ===

--- PadmeReconstruction --- run/event/time 0 17000 2018-12-17 20:47:34.208654198Z

***** PadmeReco MAIN after this event            SZ= 244736 Kb   Time = 266.23 seconds  ----     DeltaM = 0      Delta T =0.0899

=== Read raw event in position 2500 ===

--- PadmeReconstruction --- run/event/time 0 17500 2018-12-17 20:47:44.356518707Z

=== Read raw event in position 2600 ===

--- PadmeReconstruction --- run/event/time 0 18000 2018-12-17 20:47:54.518821225Z

=== Read raw event in position 2700 ===

--- PadmeReconstruction --- run/event/time 0 18500 2018-12-17 20:48:04.715157475Z

=== Read raw event in position 2800 ===

--- PadmeReconstruction --- run/event/time 0 19000 2018-12-17 20:48:14.874564406Z

=== Read raw event in position 2900 ===

--- PadmeReconstruction --- run/event/time 0 19500 2018-12-17 20:48:24.996519148Z

Warning in <TSpectrum::SearchHighRes>: Peak buffer full

***** PadmeReco MAIN after this event            SZ= 466136 Kb   Time = 320.59 seconds  ----     DeltaM = 0      Delta T =0.100006

=== Read raw event in position 3000 ===

standard

a sudden jump in memory

due to the TSpectrum error ???


to be understood  / cured

Processing rawEvent



DATA PROCESSING EXERCISE - A FEW FIGURES 
Run run_0000000_20181217 size 27.3 GB 


** PadmeReco MAIN after Reconstruction init. SZ= 152 Mb Time = 32.3 s 

** PadmeReco MAIN after first event  SZ= 392 Mb Time = 32.46 s


AVERAGE mem leak/event SZ= 6 Kb/event;                                      
average total_cpuTime/event = 2.6 ms (does not include initialization) 
HOWEVER: 
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Processing recoHits

why so big ? 

=== Read (from Hits) event in position 2400 ===

--- PadmeReconstruction --- run/event/time 0 0 1.54593e+09

***** PadmeReco MAIN after this event    	  SZ= 406952 Kb 	  Time = 38.86 seconds  ---- 	  DeltaM = 0 	  Delta T =0

=== Read (from Hits) event in position 2500 ===

--- PadmeReconstruction --- run/event/time 0 0 1.54593e+09

Warning in <Fit>: Fit data is empty

=== Read (from Hits) event in position 2600 ===

--- PadmeReconstruction --- run/event/time 0 0 1.54593e+09

Warning in <Fit>: Fit data is empty

=== Read (from Hits) event in position 2700 ===

--- PadmeReconstruction --- run/event/time 0 0 1.54593e+09

=== Read (from Hits) event in position 2800 ===

--- PadmeReconstruction --- run/event/time 0 0 1.54593e+09

=== Read (from Hits) event in position 2900 ===

--- PadmeReconstruction --- run/event/time 0 0 1.54593e+09

***** PadmeReco MAIN after this event    	  SZ= 622852 Kb  Time = 40.51 seconds  ---- 	  DeltaM = 0 	  Delta T =0


a sudden jump in memory

to be understood  / cured



RECO ON MC 
in develop

we need to review the status: for each detector 


what is the input ? 

hits (G4) or hits+digits 


what’s the digitization output for each detector ?

what is the status of reconstruction: 


is the reconstruction running on real data  able to run on MC ? 
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RECO ON MC 
in develop

we need to review the status: for each detector 


what is the input ? 

hits (G4) or hits+digits (digits are needed as input), otherwise digitization is run first 
[unpractical]) 

what’s the digitization output for each detector ?

no Target digitization in PadmeMC in develop 🙁  
detailed work done in the past MCdigits (different class with respect to TMCVhit = 
RecoHits) but easy to convert 😃 


[no consistency of position, channel ID between RecoHits and MCdigits … ] 

MCdigits can be produced via fast digitization [to be the default] or full digitization, 
passing via a careful emulation of waveforms 😃 


what is the status of reconstruction: 

is the reconstruction running on real data  able to run on MC ? 


nothing working at the moment 🙁 

A MCdigitToRecoHit - Converter is needed 
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answers from TARGET



RECONSTRUCTION FROM RAW OR RECOHITS OR MCDIGITS

A possibility for reconstruction on MC

by using a base class for the MCdigits we can steer the reconstruction of MC 
events from the base class 

ConvertMCdigitToHits must be implemented/overloaded for each 
detector reconstruction. 
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ReadHits(recoHits) ConvertMCdigitToHits(MCdigits)



ANALYSIS FRAMEWORK

Very basic framework implemented, shared with some of you

PadmeAnalysisMain in PadmeReco

Analysis folder in PadmeReco containing several classes: 


ECalAnalysis, SACAnalysis, etc … 

not in the release because it’s not well organised: 


desired configuration: 

PadmeAnalysis directory (parallel to PadmeReco, PadmeMC, PadmeRoot, etc) containing:  


PadmeAnalysisMain 

ECalAnalysis folder 

SACAnalysis “ … etc 

AnalysisTools “ 


first task of the PadmeAnalysisMain: 

run selectorsOfGoodPhysicsObjects ( γ,  e+, e- ) for each detector [input: Clusters]

requires a minimal/nominal but existing calibration of each detector 

requires a minimal-global geometry 
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Why ?                                              
Anyone mastering makefiles??



SUMMARY

Long TODO list: 

general tools: 


triggerTime per board/channel to be integrated (basic algorithm exists)

triggerWord: disentangle cosmic from BTF trigger (easy) to be integrated in 
the fw 


how far we are from implementing for all detectors [technically, calibration to 
come afterwards] ??


BuildClusters:  ECal (energy to be filled, positions to be filled), SAC 
(energy to be filled, positions to be filled), Target (calibration and 
positions are nominal, to be further calibrated),  PVeto, EVeto, HEPVeto 
BuildHits: available for all detectors


basic (known) calibration constants, basic (known) cabling fixes … when 
can they be put in production ? 


DQ flagging of the detector: how 

…. 
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BACKUP
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new
new

new

new

the base reconstruction class 

PadmeVReconstruction 
in PadmeReco/RecoBase

reconstruction 
from reco-hits

common interface to build clusters

common interface to 
retrieve clusters

vector of pointers to clusters
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Hit Collection

Cluster Collection

Cluster 

properties

Ch Id of the seed

Index of the seed hit
n. hits in cluster
array of indices of hits 

in the cluster

CLASSES CORRESPONDING TO BRANCHES
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NEW CLASSES
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Collection of Clusters

Cluster

Hit



NEW CLASSES
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Collection of Clusters

Cluster

Hit



ROOT FILE (OUTPUT OF THE RECO)
Ready for all detectors


In PadmeReco/RecoBase/
PadmeVReconstruction


BuildClusters(){;} 

PadmeReco/src/RecoVRootIO 


Clusters filled for SAC and ECAL with 
algorithms implemented in 
XXXXReconstruction::Analyze


XXXReconstruction::BuildClusters()
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PERSISTENCY: WRITING TO ROOT 
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Generic: 

ready for all detectors


basically when writing 
detector specific code you 

can ignore these details 



READING RECONSTRUCTION OUTPUT

The analysis main 

must read many branches

However access to objects is very simple (uniform for all hits, clusters) 
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